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Abstract

Spin qubits in Si/SiGe heterostructures have several advantages as scalable qubit platforms,

including their small size, their long coherence times, and their reliance upon conventional

semiconductor fabrication methods. However, microscopic disorder in the semiconductor

structure impact these qubits in a variety of ways, reducing qubit yield. In particular, the

valley energy splitting (the energy gap between the two low-lying conduction band valley

states) is widely variable, and highly sensitive to microscopic disorder. In this dissertation,

we study the effects of disorder on spin qubits formed from quantum dots in Si/SiGe het-

erostructures, focusing particularly on the valley energy splitting. We demonstrate that alloy

disorder (disorder due to the random arrangement of Si and Ge atoms in the SiGe alloy) has a

profound impact on these qubits. We develop a theory to explain the impact of alloy disorder

on the valley splitting, and we compare the results of this theory to a variety of experiments,

finding good quantitative agreement. We demonstrate that alloy disorder determines the

valley splitting in most realistic devices, and we propose a high-Ge heterostructure that

enhances alloy disorder in order to increase average valley splittings. We also examine the

impact of alloy disorder on flopping mode qubits, and on long-distance qubit connectivity

via conveyor-mode electron shuttling. We demonstrate that alloy disorder leads to valley

excitations, causing quantum information to leak out of the qubit subspace. We develop a

variety of schemes to mitigate these excitations, by boosting average valley splittings, avoid-

ing valley excitations, or mitigating their impact, providing recipes for high-fidelity spin

shuttling in several device regimes.
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Chapter 1

Introduction

The use of quantum matter as a computing platform was first considered by Paul Benioff

in 1980, who realized that any Turing machine can be mapped onto the quantum dynamics

of a physical system [11, 12]. Soon after, Richard Feynman conjectured that such quantum

simulators could prove useful, since they avoid the exponential overhead required to simulate

quantum systems on classical hardware [61]. Deutsch provided the first true quantum algo-

rithm in 1985 [47]. Through a combination of entanglement and superposition, Deutsch’s

algoritm could solve a particular problem (though, not a useful one) faster than any possible

classical computer. Other demonstrations of the utility of quantum computers soon followed.

Grover discovered a quantum algorithm for unstructured search [73], faster than any possible

classical algorithm, and Lloyd proved Feynman’s initial conjecture that quantum systems can

be simulated on a quantum computer [118]. And with his eponymous algorithm for factoring

large composite integers, Shor provided the the most exciting quantum algorithm – one that

solves a problem in polynomial time that (it is expected) a classical computer cannot [174].

Finally, Shor’s demonstration of a quantum error-correcting code brought forward the real

possibility of useful, scalable, fault-tolerant quantum computing [173].

Over the past four decades, tremendous progress has been made toward realizing a quan-

tum computer. A host of physical systems are under active investigation, both by academic
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and commercial laboratories. Companies like Google and IBM are developing quantum pro-

cessors using superconducting qubits. Google first claimed quantum supremacy in 2019 using

53 superconducting qubits [8], and they achieved a second milestone in 2024, demonstrat-

ing a quantum error correcting surface code that improved logical qubit fidelities beyond

the their underlying physical qubit fidelities [3]. Other companies are developing quantum

processors based on optically trapped ions (IonQ and Quantinuum) or neutral atoms (Atom

Computing, QuEra, Pasqal, and ColdQuanta). Photonic approaches, the focus of compa-

nies like PsiQuantum and Xanadu, are also promising, having also demonstrated quantum

supremacy in 2020 [230]. Finally, companies like Intel, HRL, Diraq, and Silicon Quantum

Computing are developing solid-state quantum processors based on trapped spins in semi-

conductor materials. These semiconductor spin quantum computers are the focus of this

thesis.

There several flavors of semiconductor spin qubits. Perhaps the simplest, the Loss-

DiVincenzo quantum computer uses electron spins as qubits [121]. These electrons are

trapped laterally by gate electrodes sitting above the heterostructure, and vertically by the

potential well within the heterostructure. Isolated single-spin rotations can be performed

with electron spin resonance or electric dipole spin resonance, and two-qubit gates are im-

plemented through an exchange interaction. Initial progress was made in quantum wells in

lattice-matched III-V materials like GaAs/AlGaAs, but the lack of spin-zero nuclei in these

systems leads to detrimental qubit dephasing [231]. More recent commercial attention has

focused on silicon as a substrate, using either an oxide layer to provide confinement (as in

MOS qubits, developed by companies like Diraq), or a SiGe alloy barrier region on either side

of a Si quantum well (as in the devices developed by Intel and HRL). A second prominent

approach to semiconductor quantum computing, the Kane quantum computer utilizes the

spins of donor atoms to form qubits. These atoms are trapped within a silicon substrate and

coupled together via contact hyperfine interactions with electrons, which themselves can be

manipulated through gate electrodes [90]. These qubits are the focus of companies like Sili-
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con Quantum Computing. Further approaches use the spins of holes in silicon or germanium

as qubits [78, 162], alternative confinement structures like FinFETs or core-shell nanowires

[231], and novel 2D materials, like graphene [190]. In this thesis, we focus on electron spin

qubits in silicon – specifically, those confined in Si/SiGe heterostructures.

DiVincenzo outlined the five necessary criteria that any scalable quantum platform must

possess [49]: (1) A scalable system with a well-defined qubit, (2) a reliable initialization

scheme, (3) long coherence times, (4) a universal set of quantum gates, and (5) the ability

to measure qubits. In addition, he specified two criteria needed for quantum communication

schemes: (6) The ability to convert stationary qubits to flying qubits, and (7) the ability to

send flying qubits from one location to another.

Spin qubits in Si/SiGe heterostructures have made progress on all of these fronts. Iso-

lated spins in silicon have long lifetimes, on the order of seconds [206], and long (and steadily

improving) dephasing times. A host of well-defined qubit archetypes have been proposed and

demonstrated, including the original single-spin Loss-Divincenzo qubit [121] and a host of

multi-electron qubits, like the exchange-only qubit [50], the singlet-triplet qubit [185], and

the hybrid qubit [99, 172]. Spin qubits in silicon can be reliably initialized and measured.

Measurement fidelities above 99% have been demonstrated [132], as have single- and two-

qubit gates [131, 142, 213, 223]. Efforts are ongoing to couple silicon spin qubits to photons

with high fidelity [39, 80, 86, 127], and to shuttle qubits back and forth across a heterostruc-

ture [45, 106, 109, 167, 199, 212]. But perhaps the greatest advantage of spin qubits in

silicon is their inherent scalability. They are small, permitting many qubits per chip, and

they are fabricated with the same processes used to build chips with billions of transistors.

Commercial efforts in silicon spin qubits continue to see improvements in device quality and

uniformity, and the future of this technology looks bright [76, 138].

One of the main challenges facing Si/SiGe spin qubits has been the valley degeneracy.

In bulk silicon, there are 6 conduction band minima, along the ±x, ±y, and ±z axes of

the Brillouin zone. Tensile strain in the quantum well lifts four of these valley minima in
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energy, leaving two low-energy valley states along ±ẑ [164]. These states create an additional

spin-like degree of freedom for electrons in silicon. The final valley degeneracy is lifted by

effects like atomic disorder in the quantum well interface and vertical electric fields, creating

an energy gap known as the valley splitting, Ev [63]. This valley splitting is known to

vary widely between devices, and even across the same device, ranging from hundreds of

µeV all the way to zero [19, 21, 33, 60, 79, 128, 129, 139, 143, 163, 171, 199, 225]. This

variation in valley splittings can be problematic for spin qubits. Small valley splittings create

low-energy leakage pathways, and they make qubit readout challenging. Understanding the

valley splitting is the central goal of this thesis.

1.1 Thesis outline

This thesis is organized roughly into two parts. In the first (Chapters 1-5), we develop

a theoretical understanding of the valley splitting and make comparisons to experimental

results. We study Ev both in the context of Hall bar transport measurements and quantum

dots. In the case of quantum dots, we develop a theory of valley splitting taking into account

multiple sources of atomic disorder, including step disorder, the presence of mono-atomic

steps in the quantum well interface, and alloy disorer, the random arrangement of Si and

Ge atoms within the crystal lattice. We find that, contrary to prior literature, step disorder

is less important in most realistic devices, and alloy disorder actually dominates the valley

splitting. We find our theory can explain the observed variation of Ev, and we propose a

heterostructure designed to boost Ev on average.

In the second part (Chapters 6-8), we explore the impacts that alloy-disorder-induced

valley splitting will have for scaling spin qubits in Si/SiGe. We discuss the impacts of

alloy disorder on the strongly driven flopping mode qubit, a promising qubit design due

to its charge noise insensitivity and fast gate times. We also examine the role disorder-

induced valley splitting will play in conveyor-mode electron spin shuttling, a scheme that
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will enable intermediate (micron) scale connectivity in spin qubit architectures. We find that

Ev variation due to alloy disorder will be a principal challenge for this technology, and we

investigate several schemes to mitigate this challenge.

The chapters in this thesis are organized around various projects and papers I contributed

to during my time as a graduate student. Many of these projects were collaborative efforts,

often including both experimental work and theory. The individual roles I played in each of

these projects is documented at the beginning of each chapter.

Chapter 2 is based on Ref. [146]. In this work, we study the valley splitting in Si/SiGe

quantum wells using the integer quantum Hall effect, both experimentally and theoretically.

Thermal activation measurements of longitudinal resistivities probe the valley splitting in

these samples. We perform electrostatic simulations of the device and develop a model to

explain the data.

Chapter 3 is based on Ref. [145]. In this work, we study the valley splitting in quantum

dots formed in Si/SiGe heterostructures, again from both a theoretical and experimental

perspective. We develop a theory based on the atomic disorder in the arrangement of Si

and Ge atoms within the lattice – the alloy disorder – to explain the observed variation

of valley splittings in real devices. In tandem, valley splitting measurements are performed

for many quantum dots across two different heterostructures, and atom probe tomography

measurements validate our disorder modeling. Finally, we propose two schemes to increase

the valley splitting in quantum dot devices: (1) to increase the quantum well interface width,

and (2) to add a small, uniform Ge concentration to the bottom of the quantum well.

Chapter 4 is based on Ref. [124]. In this work, we analyze the valley splittings in quantum

wells with a large, oscillating Ge concentration, known as “Wiggle Wells.” As expected

from theory, we find large, tunable valley splittings in such devices, which we confirm with

atomistic simulations of the device.

Chapter 5 is based on Ref. [119]. In this work, we elaborate on the valley splitting theory,

based on alloy disorder, first described in Chapters 3 and 4. We characterise two regimes for
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the valley splitting: the deterministic regime, where Ev is uniformly large and fixed by sharp

quantum well features, and the disordered regime, where Ev is highly variable, dominated

by alloy disorder. We demonstrate that mono-atomic steps in the quantum well interface

only affect the valley splitting for devices with very sharp quantum well interfaces, which

are currently out of reach to state-of-the-art processors. We also compare several different

devices proposed to increase the valley splitting, and we numerically optimize quantum wells

in both the deterministic and disordered regimes.

Chapter 6 is based on a project with Utkan Güngördü and Charles Tahan, started during

a summer visit to LPS in 2023. In this project, we examine how a disordered valley splitting

landscape impacts strongly driven flopping mode qubits. These qubits utilize the large dipole

moment of an electron “flopping” between two dots in a double-dot system to enhance electric

dipole spin resonance (EDSR) gate times. When driven strongly between the two dots, the

charge noise sensitivity of the gate improves. However, valley phase differences across the

double-dot can lead to leakage outside the qubit subspace. We quantify how and when this

leakage occurs, and we discuss the relative impact of valley phase disorder on different pulse

shapes. Furthermore, we quantify how charge noise may complicate these pulses.

Chapter 7 is based on Ref. [120]. In this work, we explore how a random disorder-

dominated valley splitting landscape will impact proposals for conveyor-mode electron spin

shuttling. We find that valley leakage is a primary difficulty for these proposals. We also

propose several schemes to help mitigate this challenge, including shifting the dot position

within the shuttling channel, modulating the vertical electric field, modulating the shape of

the quantum dot, and modulating the shuttling velocity. We find that shifting the dot within

the channel is the best single strategy, and that high-fidelity shutlting is made possible using

a combination of mitigation strategies.

Chapter 8 is based on a project I worked on between 2023 and 2024. In this project,

we explore an alternative scheme to achieve high-fidelity spin shuttling in silicon. Unlike

the previous chapter, in this project we exploit two-electron quantum dots. As it turns out,
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some two-electron states are immune to Landau-Zener-type valley excitations. We propose

to encode quantum information within these states. We perform simulations of shuttling in

this encoding, and we find high fidelities are achievable in certain regimes.

1.2 Other works

I have had the pleasure to participate in several other papers during my time in graduate

school. While not the focus of this thesis, I briefly document them here. In Ref. [51], we

explore how a quantum dot can be moved across a heterostructure, acting as a probe of

the local interfacial disorder. In Ref. [66], we explore how strain from metal gates modifies

the dot potential energy landscape. And in Ref. [96], we demonstrate that a quantum well

annealing process introduces more germanium to a quantum well, increasing the likelihood

of observing large valley splittings.
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Chapter 2

Effect of quantum Hall edge strips on

valley splitting in silicon quantum

wells

This chapter is adapted from the article Phys. Rev. Lett. 125, 186801 (2020), “Effect of

quantum Hall edge strips on valley splitting in silicon quantum wells,” by Brian Paquelet

Wuetz, Merritt P. Losert, Alberto Tosato, Mario Lodari, Peter L. Bavdaz, Lucas Ste-

houwer, Payam Amin, James S. Clarke, Susan N. Coppersmith, Amir Sammak, Menno Veld-

horst, Mark Friesen, and Giordano Scappucci (also available as a preprint, arXiv:2006.02305).

I performed the electrostatic simulations used in this work, and with S.N.C. and M.F., I

helped develop the theory used to compare to experiments.

2.1 Introduction

Silicon has proven to be a successful material platform for obtaining high-fidelity electron

spin-qubits in quantum dots [195, 215, 223]. The advanced level of quantum control in

these qubits makes it possible to execute two-qubit logic gates and rudimentary quantum

algorithms [196, 205, 226]. In particular Si/SiGe heterostructures are promising for scalable
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qubit tiles [113, 193] and the presence of low disorder has already made it possible to define

a nine quantum dot array [224]. However, spin qubits in silicon suffer from a two-fold

degeneracy of the conduction-band valleys [7, 101, 231], complicating quantum operation.

While the valley splitting energy can be large in silicon metal-oxide-semiconductor devices

[218], even allowing for qubit operation above one Kelvin [149, 216], atomic-scale disorder in

Si/SiGe heterostructures at the Si quantum well top-interface yields a valley splitting energy

that is typically modest and poorly controlled, with values ranging from 10 to 200 µeV in

quantum dots [19, 22, 60, 79, 128, 129, 163, 171, 205, 225]. While Si/SiGe heterostructures

may provide a superior host for scalable qubit arrays due to the low disorder, a key challenge

is thus to increase the valley splitting energy for scalable quantum information.

The dependence of valley splitting on quantum confinement yields information about

the disorder realization at the critical quantum well top-interface and hence provides tools

to improve the Si/SiGe platform. The two-dimensional electron gas (2DEG) is confined

laterally over the magnetic length scale lB =
√
~e/B, where B is the perpendicular magnetic

field, which can be precisely controlled. The 2DEG is confined vertically by the quantum

well heterostructure, with a confinement energy determined by the vertical electric field

Ez (perpendicular to the plane of the 2DEG), which pulls the electrons against the top

interface. According to the conventional theory, the valley degeneracy is lifted by the broken

translational symmetry of the quantum well barriers, and is therefore proportional to the

penetration of the wavefunction into the top barrier. This penetration is proportional to Ez

and the two-dimensional electron density [63] n = εEz/e, which is easily measured in a Hall

bar geometry. However, valley splitting in Si/SiGe 2DEGs is usually probed by activation

energy measurements in the quantum Hall regime [107, 139, 161, 207]. In this regime,

drawing the correct relationship between valley splitting and electric field is challenging

since the presence of quantum Hall edge states adds complexity to the electrostatics of

the system compared to the simple electrostatics of an infinite 2DEG. Furthermore, the

dependence of valley splitting upon both B and n requires activation energy measurements
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over many filling factors ν because of the quantum Hall relationship ν = hn/eB. This has

challenged experiments so far, since measurements over many filling factors are possible in

heterostructure field effect transistors (H-FETs) only if the mobility is high and the critical

density for establishing metallic conduction in the channel (percolation density) is low.

In this chapter we overcome this hurdle and we study valley splitting of 2D electrons

as a function of both magnetic field and density in Si/SiGe H-FETs. Benefiting from the

high mobility and low percolation density achieved in industrially grown heterostructures

[144], we resolve Shubnikov–de Haas (SdH) oscillations at small magnetic fields over a large

range of densities and we measure activation energies in the quantum Hall regime over an

unprecedented range of filling factors. We find that valley splitting increases linearly with

magnetic field and is independent of Hall density. Such behavior is inconsistent with bulk

transport models; we therefore present a model in which the valley splitting depends on

the incremental changes in density ∆n = eB/h across quantum Hall edge strips. With this

critical new insight, the experimental dependence of valley splitting upon ∆n is in agreement

with previous calculations for a near-ideal Si quantum well top-interface [63].

2.2 Results

Figure 2.1 shows the basic structural and magnetotransport characterization of the Si/SiGe

H-FETs. The heterostructures were grown by reduced-pressure chemical vapor deposition

in an industrial manufacturing CMOS fab on top of a 300 mm Si wafer. The layer sequence

[Fig. 2.1(a)] comprises a step-graded Si0.7Ge0.3 strain-relaxed buffer, an 8 nm strained Si

quantum well, a 34 nm Si0.7Ge0.3 barrier, and a sacrificial 3 nm Si cap. Hall-bar shaped

H-FETs are fabricated with ion implanted ohmic contacts and an Al2O3/Ti/Pt gate stack.

Magnetotransport characterization of the H-FETs is performed over a temperature range

T = 50–500 mK in a dilution refrigerator using standard four-probe low-frequency lock-

in techniques. Positive bias applied to the gate induces a 2DEG and controls n in the
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quantum well (see Ref. [144] for details of the heterostructure growth, device fabrication,

and magnetotransport characterization). Figure 2.1(b) shows a cross-section image of the

heterostructure obtained by high angle annular dark field scanning transmission electron mi-

croscopy (HAADF-STEM) to highlight the different chemistry in the layers. By fitting the

HAADF-STEM intensity profile in Fig. 2.1(b) with an error function [156], we infer that the

transition between Si and SiGe at the top interface of the quantum well is characterized by

a distance λ ≈ 1 nm1. Figure 2.1(c) shows the density-dependent mobility. At high density,

the mobility is limited by short-range scattering from impurities within or near the quantum

well and reaches a maximum value of 4.2×105 cm2/Vs at n = 4.0×1011cm−2. A low per-

colation density of 7.3×1010cm−2 is extracted by fitting the density-dependent conductivity

[Fig. 2.1(d)] to percolation theory [189]. Overall, high mobilities are observed over a wide

range of densities, making these H-FETs well suited for quantum Hall measurements over

many filling factors.

Figure 2.1(e) shows typical temperature-dependent measurements of the longitudinal re-

sistivity (ρxx), plotted for clarity against filling factor ν. These measurements are performed

at fixed n, by keeping the gate voltage constant while sweeping the magnetic field. We

observe clear SdH oscillations that are related to the valley splitting Ev, the Zeeman split-

ting gµBB, and the cyclotron gap ~ωc [Fig. 2.1(f)]. The inset in Fig. 2.1(e) shows a typical

temperature dependence of the SdH oscillation minimum for a valley-split level (ν = 5). We

observe a thermally activated dependence ρxx ∝ exp{(−∆v/2kBT )}, from which the mobil-

ity gap ∆v is determined at a specific pair of B and n values satisfying the quantum Hall

relationship ν = hn/eB when ν is an integer. As indicated in Fig. 2.1(f), the mobility gap

∆v measures the valley splitting Ev reduced by Γ, the Landau level broadening induced by

disorder.

Figure 2.2 shows ∆v as a function of B and n on a three-dimensional (3D) plot. The

data points in this graph are obtained by repeating temperature dependent ρxx measure-
1See Supplemental Material for the analysis of the HAADF-STEM intensity profile along the heterostruc-

ture growth direction
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Figure 2.1: (a) Cross-section schematic of a Si/SiGe heterostructure field effect transistor.
(b) High angle annular dark field scanning transmission electron (HAADF-STEM) image
of the strained Si quantum well and nearby Si0.7Ge0.3 with superimposed HAADF-STEM
intensity profile (blue line). The heterostructure growth direction z is indicated by a black
arrow (c) Mobility µ and (d) conductivity σxx as a function of density n at a temperature
of 110 mK, measured at the cold finger of the dilution refrigerator. The black line in (d)
is a fit to percolation theory. (e) Resistivity ρxx as a function of filling factor ν measured
at n = 4.0×1011cm−2. Different colors correspond to different temperatures from 110 mK
(dark blue) to 450 mK (orange). The inset reports the Arrhenius plot and fit to extract ∆v

for ν = 5. (f) Single particle Landau level energy diagram. Valley split levels correspond to
odd integer filling factors ν, Zeeman split levels to ν = (4k-2) (k = 1,2,3...), whereas spin
and valley degenerate Landau levels correspond to ν = 4k. The shaded areas represent the
single-particle level broadening Γ due to disorder.
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ments at different n and by extracting ∆v for the odd-numbered filling factors resolved at

each iteration. The 3D plot shows that ∆v increases linearly with B and—at fixed B—is in-

dependent of n. These observations are quantified by fitting the data in Fig. 2.2 to the plane

∆v = cBB + cnn− Γ with coefficient cB = 28.1± 1.2 µeV/T, cn = 0.1± 2.5 µeV/1011cm−2,

and Γ = 37.5± 10.2 µeV. Our main experimental result, Ev(B, n) = cBB, follows by consid-

ering cn negligible and correcting for Γ2. Under similar experimental conditions we measure

a g-factor ≈ 1.8, close to the expected value of 23. This observation suggests that the mea-

sured quantum Hall gaps are not enhanced by electron-electron interactions [139] and that

they represent the single particle valley splitting relevant for silicon qubits.

The conventional theory of valley splitting in a silicon quantum well predicts that Ev

depends on the penetration of the electron wavefunction into the quantum well barrier, with

Ev ∝ Ez [63]. If we assume that the 2DEG screens out electric fields from the top gate, then

we should find Ez = 0 at the bottom of the 2DEG and Ez = en/ε at the top, so that Ev ∝ n,

where n is the locally varying electron density in the 2DEG. The proportionality constant is
2See Supplemental Material for theoretical justification of this fitting form
3See Supplemental Material for g-factor analysis
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obtained, self-consistently, in Ref. [63]. It is therefore surprising that Ev does not appear to

depend on n in the Hall data reported in Fig. 2.2.

Previous experiments on quantum Hall devices were unable to separately determine the

dependence of valley splitting on n and B. In particular, there was no indication of behavior

inconsistent with conventional “bulk” behavior. We must therefore modify previous theories

of bulk behavior [72] to account for the fact that valley splitting varies systematically across

the device. Specifically, we propose that the activation energy is determined near the edges

of the 2DEG, giving rise to the observed independence of Ev on n, as we now explain.

In the quantum Hall regime, the 2DEG forms alternating strips of compressible (blue)

and incompressible (pink) liquid [34], as sketched in Fig. 2.3(a). The density increases by

nB = eB/h in consecutive incompressible strips, where nB is the quantized density of a

filled Landau level, until reaching the bulk value n = νbulknB, measured by the Hall effect.

In the compressible strips, the density varies monotonically between these quantized values,

with a charge distribution that screens out electric fields parallel to the plane of the 2DEG.

In this way, n varies from zero at the edge of the Hall bar to its bulk value in the center.

Figure 2.3(b) is a sketch of the corresponding energy levels, assuming that Ev is proportional

to the local value of n. Note that in the compressible strips and in the bulk, the highest

filled levels are pinned at the Fermi level EF [44].

To observe nonzero longitudinal resistance in our activation energy experiments, electrons

must transit across the transverse width of the Hall bar. However, since all the states in

the incompressible strip in the center of the Hall bar are filled for integer filling factors, this

requires exciting electrons to a state above the Fermi level. Our proposed model incorporates

alternating activation and tunneling processes across successive compressible strips. Each

of the activation steps involves climbing “uphill" by an energy ∼ Ev0, which is the change

in valley splitting associated with the density change ∆n = nB. The tunneling process

results in the occupation of two valley states, as indicated, since the valley quantum number

is not preserved in the presence of atomic-scale roughness at the quantum-well interface
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[68]. This process leads to conduction across the bulk because the valley-state lifetimes are

long, so electrons can travel long distances before decaying. In this model, the characteristic

energy Ev0 is the valley splitting obtained at the position indicated by a thick black arrow

in Fig. 2.3(b).

In Fig. 2.3(c) we demonstrate the consistency of this model with our experimental results

and compare our results with previous effective mass theories for valley splitting in Si/SiGe

[63]. Here, the experimental results from Fig. 2.2 are reported as solid circles as a function of

density nB = eB/h. The data points lie on a single line, irrespective of ν, as expected from

the discussion of Fig. 2.2. We also report theoretical results for the valley splitting obtained

from Thomas-Fermi simulations of the Hall-bar H-FET (open circles4). In each simulation,

we adjust the top-gate voltage to obtain the desired filling factor in the bulk region. The

values of n are chosen to match those used in the experiments (see Fig. 2.2). Although

magnetic field does not enter the simulations explicitly, its value is determined from n and

ν through the quantization relation B = hnbulk/eν. We then evaluate Ez at the location

of the thick black arrow in Fig. 2.3(c). Valley splitting is assumed to be proportional to

Ez at the top interface of the quantum well, as described above, and we use a single fitting

parameter β = 134.77 µeV·m/MV to match the simulations with the experimental results,

through the relation Ev = βEz, correcting for the offset of the experimental data at zero

electric field due to Γ. The agreement between the experimental and simulated data points

indicates that the proposed activation energy model agrees very well with the experimental

measurements of quantum Hall gaps. Additionally, we report in Fig. 2.3(c) as a dashed line

the expected value of valley splitting in Si/SiGe according to Eq. 48 of Ref. [63], which is

valid for a near-ideal Si quantum well top-interface. Again, the experimental data matches

the theoretical expectations. This result suggests that the atomic-scale disorder associated

with the diffused SiGe barrier in Fig. 2.1(b) does not significantly suppress valley splitting, at

least over lateral length scales less than the largest magnetic confinement length for electrons
4see Supplemental Material for theoretical methods, which includes Ref. [62]
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∼ 4lB = 70 nm in our experiments.

In summary, we have measured the valley splitting in low-disorder silicon quantum wells

over a large range of odd-numbered filling factors in the quantum Hall regime. Supported

by a transport model that incorporates the electrostatics of quantum Hall edge states, we

demonstrate that valley splitting depends linearly upon the density eB/h rather than on

the Hall density. We estimate the ratio Ev/Ez ∼ 135 µeV·m/MV, which can be compared

directly to valley splitting measurements in quantum dots.
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Chapter 3

Atomic fluctuations lifting the energy

degeneracy in Si/SiGe quantum dots

This chapter is adapted from the article Nat. Commun. 13, 7730 (2022), “Atomic fluctu-

ations lifting the energy degeneracy in Si/SiGe quantum dots,” by Brian Paquelet Wuetz*,

Merritt P. Losert*, Sebastian Koelling*, Lucas E.A. Stehouwer, Anne-Marije J. Zwerver,

Stephan G. J. Philips, Mateusz T. Mądzik, Xiao Xue, Guoji Zheng, Mario Lodari, Sergey

V. Amitonov, Nodar Samkharadze, Amir Sammak, Lieven M. K. Vandersypen, Rajib Rah-

man, Susan N. Coppersmith, Oussama Moutanabbir, Mark Friesen, and Giordano Scappucci

(also available as a preprint, arXiv:2112.09606). Authors marked with an (*) contributed

equally. I developed the theory with R.R., S.N.C., and M.F., and I performed the simulations

presented in this work.

3.1 Introduction

Advanced semiconductor manufacturing is capable of integrating billions of transistors onto a

single silicon chip. The promise of leveraging the same technology for large-scale integration

of qubits into a fault-tolerant quantum processing unit is a key driver for developing electron

spin qubits in silicon quantum dots [194]. Although these devices bear many similarities
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to transistors [233], qubits operate in the single electron regime [121], making them more

sensitive to electrostatic disorder and noise arising from the surrounding environment. In

strained silicon quantum wells, the electronically active part of the device is separated by an

epitaxial SiGe barrier from the electronically noisy interface at the gate-stack, offering a quiet

system with high mobility and low leakage between the gate and the quantum dots [122].

These properties make strained Si/SiGe heterostructures promising for scalable qubit tiles

[113, 193] and have made it possible to define nine quantum dot arrays [224], run quantum

algorithms [205] and entangle three-spin states [182] in natural silicon structures, and achieve

two-qubit gate fidelity above 99% [142, 213] in isotopically purified silicon structures.

However, spin-qubits in silicon suffer from a two-fold degeneracy of the conduction band

minima (valleys) that creates several non-computational states that act as leakage channels

for quantum information[231]. These leakage channels increase exponentially with the qubit

count[153], complicating qubit operation and inducing errors during spin transfers. Despite

attempts to enhance the valley energy splitting, the resulting valley splittings are modest in

Si/SiGe heterostructures, with typical values in the range of 20 to 100 µeV[19, 60, 128, 129,

163, 171, 205, 225] and only in a few instances in the range of 100 to 300 µeV [22, 33, 79].

Such variability in realistic silicon quantum dots remains an open challenge for scaling to

large qubit systems. In particular, the probability of thermally occupying the excited valley

state presents a challenge for spin initialization, and, in some cases, intervalley scattering

may limit the spin coherence [91]. Furthermore, small valley splitting may affect Pauli spin

blockade readout [181], which is considered in large-scale quantum computing proposals [113,

193]. Therefore, scaling up to larger systems of single-electron spin qubits requires that the

valley splitting of all qubits in the system should be much larger than the typical operation

temperatures (20− 100 mK).

It has been known for some time that valley splitting depends sensitively on the interface

between the quantum well and the SiGe barrier [63]. Past theoretical studies have considered

disorder arising from the quantum well miscut angle [65] and steps in the interface [51, 64,
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68, 92, 183] demonstrating that disorder of this kind can greatly decrease valley splitting in

quantum dots. However, a definitive connection to experiments has proven challenging for

a number of reasons. At the device level, a systematic characterisation of valley splitting in

Si/SiGe quantum dots has been limited because of poor device yield associated with het-

erostructure quality and/or device processing. At the materials level, atomic-scale disorder in

buried interfaces [14] may be revealed by atom-probe tomography (APT) in three-dimensions

(3D) over the nanoscale dimensions comparable to electrically defined quantum dots. How-

ever, the current models employed to reconstruct in 3D the APT data can be fraught with

large uncertainties due to the assumptions made to generate the three-dimensional repre-

sentation of the tomographic data [10]. This results in limited accuracy when mapping

heterointerfaces [151] and quantum wells [54, 98, 126]. These limitations prevent linking the

valley splitting in quantum dots to the relevant atomic-scale material properties and hinder

the development of accurate and predictive theoretical models.

Herein we solve this outstanding challenge and establish comprehensive insights into the

atomic-level origin of valley splitting in realistic silicon quantum dots. Firstly, we mea-

sure valley splitting systematically across many quantum dots, enabled by high-quality het-

erostructures with a low disorder potential landscape and by improved fabrication processes.

Secondly, we establish a new method to analyse APT data leading to accurate 3D evaluation

of the atomic-level properties of the Si/SiGe buried interfaces. Thirdly, incorporating the

3D atomic-level details obtained from APT, we simulate valley splitting distributions that

consider the role of random fluctuations in the concentration of Si and Ge atoms at each layer

of the Si/SiGe interfaces. By comparing theory with experiments, we find that the measured

random distribution of Si and Ge atoms at the Si/SiGe interface is enough to account for the

measured valley splitting spread in real quantum dots. Based on these atomistic insights,

we conclude by proposing a practical strategy to statistically enhance valley splitting above

a specified threshold as a route to making spin-qubit quantum processors more reliable —

and consequently — more scalable.
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Figure 3.1: Material stack, devices, and valley splitting measurements a,b High-
angle annular dark field scanning transmission electron microscopy (HAADF-STEM) of
28Si/SiGe quantum wells A and B, respectively. c,d Schematic cross-section of a heterostruc-
ture with gate layout and false-coloured scanning electron microscope image of a double
quantum dot, respectively. Q1 and Q2 are the quantum dots defined through confinement
potentials (schematic, grey line) formed below plunger gates P1 and P2. CS is a nearby
quantum dot used as a charge sensor. e Typical stability diagram of a double quantum dot
formed by plunger gates P1 and P2 and measured by a nearby charge sensor (CS in d). f
Close-up of the stability diagram in the few-electron regime. g Typical magnetospectroscopy
of the (1,0)→(2,0) transition, used to measure singlet-triplet splittings. An offset of 1082 mV
is subtracted for clarity from the gate voltage applied to P2. Black lines show the location of
the maximum of the differentiated charge-sensor signal (dISD/dP2) of the electron charging
transition. Red lines show a fit to the data, from which we extract the kink position BST.
The valley splitting Ev is given by gµBBST, where g = 2 is the gyromagnetic ratio and µB
is the Bohr magneton. h Experimental scatter plots of the valley splittings for quantum
wells A (magenta) and B (green), with thick and thin horizontal black lines denoting the
mean and two-sigma error bars. For quantum well B, the data point EV = 0 µeV indicates
that the kink in magnetospectroscopy associated with valley splitting was not observed and,
consequently, that the valley splitting is below the lower bound of about 23 µeV set by our
experimental measurement conditions (see Supplementary Fig. 6 and Supplementary Table
1).

3.2 Results

3.2.1 Material stacks and devices

Figure 3.1 overviews the material stack, quantum dot devices, and measurements of val-

ley splitting. To increase statistics, we consider two isotopically purified 28Si/Si0.7Ge0.3
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heterostructures (quantum wells A and B) designed with the same quantum well width

and top-interface sharpness (Methods), which are important parameters determining valley

splitting [33, 63]. As shown in high angle annular dark field scanning transmission electron

microscopy (HAADF-STEM), quantum well A (Fig. 3.1a) has a sharp 28Si → Si-Ge het-

erointerface at the top and a diffused Si-Ge→ 28Si heterointerface at the bottom, whereas in

quantum well B (Fig. 3.1b) the growth process was optimized to achieve sharp interfaces at

both ends of the quantum well. These heterostructures support a two-dimensional electron

gas with high mobility and low percolation density (Supplementary Figs. 1 and 2), indicating

a low disorder potential landscape, and high-performance qubits [213, 214] with single- and

two-qubit gates fidelity above 99% [213].

We define double-quantum dots electrostatically using gate layers insulated by dielectrics

(Methods). A positive gate voltage applied to plunger gates P1 and P2 (Fig. 3.1c) accumu-

lates electrons in the buried quantum well, while a negative bias applied to other gates tunes

the confinement and the tunnel coupling between the quantum dots Q1 and Q2. All quan-

tum dots in this work have plunger gate diameters in the range of 40-50 nm (Fig. 3.1d and

Supplementary Table 1), setting the relevant lateral length scale for atomic-scale disorder

probed by the electron wave function.

3.2.2 Valley splitting measurements

We perform magnetospectroscopy measurements of valley splitting Ev in dilution refrigera-

tors with electron temperatures of about 100 mK (Methods). Figure 3.1e shows a typical

charge stability diagram of a double quantum dot with DC gate voltages tuned to achieve

the few electron regime, highlighted in Fig. 3.1f. We determine the 2-electron singlet-triplet

energy splitting (EST) by measuring the gate-voltage dependence as a function of parallel

magnetic field B along the (0,1) → (0,2) transition (Fig. 3.1g) and along the (1,1) → (0,2)

transition (Supplementary Fig. 4). In Fig. 3.1g, the transition line (black line) slopes upward,

because a spin ↑ electron is added to form a singlet ground state S0. Alternatively, a spin
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down electron can be added to form a T−-state, with a downward slope. A kink occurs when

the S0-state is energetically degenerate with the T−-state, becoming the new ground state of

the two-electron-system. From the position of the kink (BST = 1.57 T) along the theoretical

fit (red line) and the relation EST = gµBBST, where g = 2 is the electron gyromagnetic

ratio and µB is the Bohr magneton, we determine EST = 182.3 µeV for this quantum dot.

EST sets a lower bound on the valley splitting, Ev ≥ EST [22, 57]. Due to small size, our

dots are strongly confined with lowest orbital energy much larger than EST (Supplementary

Fig. 3), similar to other Si/SiGe quantum dots [79, 129, 225]. Therefore, we expect exchange

corrections to have negligible effects [57] and here take Ev ≈ EST.

Here we report measurements of Ev in 10 quantum dots in quantum well A and 12

quantum dots in quantum well B (Supplementary Figs. 5 and 6) and compare the measured

values in Fig. 3.1h. We observe a rather large spread in valley splittings, however we obtain

remarkably similar mean values and two-standard-deviation error bars Ev±2σ of 108±55 µeV

and 106± 58 µeV for quantum wells A and B, respectively1. We argue that quantum wells

A and B have similar Ev ± 2σ because the electronic ground state is confined against the

top interface, which is very similar in the two quantum wells.

3.2.3 Atom probe tomography

We now characterise the atomic-scale concentration fluctuations at the quantum well inter-

faces to explain the wide range of measured valley splittings with informed theoretical and

statistical models. To probe the concentrations over the dimensions relevant for quantum

dots across the wafer, we perform APT on five samples each from quantum wells A and B,

with a field of view of approximately 50 nm at the location of the quantum well (Methods).

First, we show how to reliably reconstruct the buried quantum well interfaces, then we use

this methodology to characterise their broadening and roughness.

Figure 3.2a shows a typical point-cloud reconstruction of an APT specimen from quantum
1The quantum dots all have a similar design and hence are expected to have similar electric fields across

the devices with a small influence on valley splitting under our experimental conditions
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Figure 3.2: Atom probe tomography of 28Si/SiGe heterostructures. a Point-cloud
APT reconstruction of quantum well B, showing the 28Si quantum well and surrounding
SiGe barriers. Isotopic purification is confirmed by secondary ion mass spectroscopy (Sup-
plementary Fig. 14). b, c Voronoi tessellation of the APT reconstructions for quantum wells
A and B, respectively, and extracted isosurfaces corresponding to 8% Ge concentration. z̄
is the average position of the 8% Ge concentration across these particular samples. We
limit the lateral size of the analysis to ≈ 30 nm × 30 nm, reflecting the typical lateral size
of a quantum dot (Fig. 3.1d). d Average germanium concentration depth profiles across
quantum wells A (magenta) and B (green). Shaded areas mark the 95% confidence inter-
val over each of the sets of five APT samples. e Statistical analysis of the top interface
width 4τ determined by fitting the data for quantum wells A (magenta) and B (green) to
sigmoid functions. Thick and thin horizontal black lines denote the mean and two-standard-
deviation error bars for the different APT samples. Dotted black lines show 4τ results from
the HAADF-STEM measurements (Supplementary Fig 13). f,g Root mean square (RMS)
roughness of the concentration isosurfaces as a function of germanium concentration at the
top and bottom interfaces of quantum well B (green line). Shaded areas indicate the 95%
confidence interval, averaged over each set of five APT samples. The experimental data are
compared to the RMS roughness of a simulated quantum well with the interface properties
of d (dashed black line) vs. an atomically sharp quantum well (solid black line).

well B. Each point represents the estimated position of an ionized atom detected during

the experiment [10]. Qualitatively, we observe an isotopically enriched 28Si quantum well,

essentially free of 29Si, cladded in a SiGe alloy. To probe the interface properties with the

highest possible resolution allowed by APT and differently from previous APT studies on

Si/SiGe [54], we represent the atom positions in the acquired data sets in form of a Voronoi

tessellation [200, 201] and generate profiles on an x − y grid of the tessellated data, as



25

described in Supplementary Discussion Section 2c. A sigmoid function [1 + exp(z − z0)/τ ]−1

[54] is used to fit the profiles of each tile in the x−y grid. Here, z0 is the inflection point of the

interface and 4τ is the interface width. As the Voronoi tessellation of the data set does not

sacrifice any spatial information, the tiling in the x− y plane represents the smallest lateral

length scale over which we characterise the measured disorder at the interface. Note that we

do not average at all over the z axis and hence maintain the inherent depth resolution of APT.

We find that for tiles as small as 3 nm × 3 nm the numerical fitting of sigmoid functions

to the profiles converges reliably. Although each tile contains many atoms, their size is

still much smaller than the quantum dot diameter, and may therefore be considered to be

microscopic. We use the sigmoid fits for each tile stack to visualise and further characterise

the interfaces (Supplementary Figs. 8–10). Importantly, Ge concentration isosurfaces as

shown in Fig. 3.2b,c are constructed by determining the vertical position for which each of the

sigmoids reaches a specific concentration. Note, that we oversample the interface to improve

the lateral resolution by making the 3 nm × 3 nm tiles partially overlap (Supplementary

Discussion Section 2c).

In Fig. 3.2d, we show the average Ge concentration profile and measurement to mea-

surement variations from the tessellated volumes (Supplementary Discussion Section 2b,c)

of all samples for both quantum wells A and B. APT confirms HAADF-STEM results in

Fig. 3.1a,b: quantum wells A and B have an identical sharp top interface and quantum well

A has a broader bottom interface. Furthermore, the shaded colored areas in Fig. 3.2d reveal

narrow 95% confidence levels, pointing to highly uniform concentration profiles when aver-

aged across the wafer. Strong disorder fluctuations emerge at the much smaller tile length

scale. In Fig. 3.2e we show for all samples of a given quantum well the interface width mean

value with two standard deviations 4τ±2σ, obtained by averaging over all the tiles in a given

sample. The results indicate uniformity of 4τ , and further averaging across all samples of a

given heterostructure (µ4τ , black crosses) yields similar values of µ4τ = 0.85± 0.32 nm and

0.79 ± 0.31 nm for quantum wells A and B, consistent with our 4τ analysis from HAADF-
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STEM measurements (black dotted lines). However, the two-standard-deviation errors (2σ)

of each data point can be up to 30% of the mean value 4τ .

To pinpoint the root cause of atomic-scale fluctuations at the interface, in Fig. 3.2f,g we

utilize the 3D nature of the APT data sets, calculate, and compare the root mean square

(RMS) roughness of the interfaces (solid green lines) as measured by APT on quantum well

B to two 3D models (Fig. 3.2f,g) mimicking the dimensions of an APT data set. Both models

are generated with random distributions of Si and Ge in each atomic plane (Supplementary

Discussion Section 2d). The first model (solid black lines) corresponds to an atomically

abrupt interface where the Ge concentration drops from ∼33.5% to 0% in a single atomic

layer. It hence represents the minimum roughness achievable at each isoconcentration sur-

face given the in-plane randomness of SiGe and the method to construct the interface. The

second model (dashed black lines) is generated with the experimentally determined Ge con-

centration profile along the depth axis (Supplementary Fig. 11). As shown in Fig. 3.2f,g,

the roughness extracted from the second model fits well to the measured data, suggesting

that the RMS roughness measured by APT is fully explained by the interface width and

shape along the depth axis. Furthermore, as the deviation of each isosurface tile position

from the isosurface’s average position also matches that of the measured interfaces from

the second model (Supplementary Movie 1) the APT data are consistent with a random

in-plane distribution of Ge perpendicular to the interface in all data sets of quantum well

B. For 2 out of 5 samples on quantum well A that we analyzed, we observe features that

are compatible with correlated disorder from atomic steps (Supplementary Fig. 13). In the

following, the alloy disorder observed in the APT concentration interfaces is incorporated

into a theoretical model. As shown below, the calculations of valley splitting distributions

associated with the 3D landscape of Si/SiGe interfaces can be further simplified into a 1D

model that incorporates the in-plane random distribution of Si and Ge atoms.
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Figure 3.3: Valley-splitting simulations. a Average concentration profile obtained from
APT data (quantum well A). b, Typical, randomized Ge concentration profile, derived from
a. c Envelope function ψenv(z), obtained for the randomized profile in b (grey curve), and
the corresponding concentration fluctuations weighted by the envelope function squared:
δxl |ψenv(zl)|2 (blue). Here, the wavefunction is concentrated near the top interface where
the concentration fluctuations are also large; the weighted fluctuations are therefore largest
in this regime. d Distribution of the intervalley matrix element ∆ in the complex plane,
as computed using an effective-mass approach, for 10,000 randomized concentration profiles.
The black marker indicates the deterministic value of the matrix element ∆0, obtained for the
experimental profile in a. e, Histogram of the valley splittings from tight-binding simulations
with 10,000 randomized profiles. The same profiles may be used to compute valley splittings
using effective-mass methods; the orange curve shows a Rice distribution whose parameters
are obtained from such effective-mass calculations (see Methods). f, Schematic Si/SiGe
quantum well with Ge concentrations ρW (in the well) and ρb = ρW + ∆ρ (in the barriers),
with a fixed concentration difference of ∆ρ = 25%. g, Distribution of valley splittings
obtained from simulations with variable Ge concentrations, corresponding to ρW ranging
from 0 to 10%, and interface widths 4τ = 5 ML (red circles), 10 ML (blue triangles), or
20 ML (orange squares), where ML refers to atomic monolayers. Here, the marker describes
the mean valley splitting, while the darker bars represent the 25-75 percentile range and
the lighter bars represent the 5-95 percentile range. Each bar reflects 2,000 randomized
tight-binding simulations of a quantum well of width W = 120 ML. The magenta diamond
at zero Ge concentration shows the average measured valley splitting of quantum well A.
In all simulations reported here, we assume an electric field of E = 0.0075 V/nm and a
parabolic single-electron quantum-dot confinement potential with orbital excitation energy
~ω = 4.18 meV and corresponding dot radius

√
~/m∗ω.
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3.2.4 Valley splitting simulations

We begin by considering an ideal laterally infinite heterostructure with no concentration

fluctuations, and we denote the average Si concentration at layer l by x̄l. Due to the finite

size of a quantum dot and the randomness in atomic deposition, there will be dot-to-dot

concentration fluctuations. We therefore model the actual Si concentration at layer l by av-

eraging the random alloy distribution weighted by the lateral charge density in the quantum

dot, giving xdl = x̄l + δxl , as described in Supplementary Discussion Section 3c. Here, the

random variation δxl is computed assuming a binomial distribution of Si and Ge atoms. We

find that these fluctuations can have a significant impact on the valley splitting.

We explore these effects numerically using 1D tight-binding simulations. We begin with

the averaged fitted concentration profiles obtained from the APT analysis in Fig 3.2d, which

enable us to directly measure the average Ge concentration in a given layer x̄l (Fig. 3.3a).

The variance of the concentration fluctuations is determined by the size of the quantum dot,

which we assume has an orbital excitation energy of ~ω = 4.18meV and corresponding radius√
~/m∗ω, as well as the average Si concentration x̄l. Here, m∗ is the effective mass of Si.

Together, x̄l and the variance determine the probability distribution of weighted Si and Ge

concentrations. Concentration profiles are sampled repeatedly from this distribution, with

a typical example shown in Fig. 3.3b. The valley splitting is then determined from a 1D

tight-binding model [27]. The envelope of the effective mass wavefunction ψenv(z) is shown

in Fig. 3.3c (grey curve) for an electron confined in the quantum well of Fig. 3.3b. The

procedure is repeated for 10,000 profile samples, obtaining the histogram of valley splittings

shown in Fig. 3.3e. These results agree very well with calculations obtained using a more

sophisticated three-dimensional 20-band sp3d5s* NEMO tight-binding model [93] (Supple-

mentary Discussion Section 3b) and confirm that concentration fluctuations can produce a

wide range of valley splittings. For comparison, at the top of Fig. 3.3e, we also plot the same

experimental valley splittings shown in Fig. 3.1h, demonstrating good agreement in both

the average value and the statistical spread. These observations support our claim that the
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valley splitting is strongly affected by composition fluctuations due to random distributions

of Si and Ge atoms near the quantum well interfaces, even though the experiments cannot

exclude the presence of correlated disorder from atomic steps in quantum dots.

Analytical methods using effective mass theory may also be used to characterise the

distribution of valley splittings. First, we model the intervalley coupling matrix element [63]

as ∆ =
∫
e−2ik0zlU(z)|ψenv(z)|2dz, where k0 = 0.82 · 2π/a0 is the position of the valley

minimum in the Si Brillouin zone, a0 = 0.543 nm is length of the Si cubic unit cell, ψenv(z) is

a 1D envelope function, and U(z) is the quantum well confinement potential. The intervalley

coupling ∆ describes how sharp features in the confinement potential couple the two valley

states, which would otherwise be degenerate. In general, ∆ is a complex number that can

be viewed as the sum of two distinct components: a deterministic piece ∆0, arising from the

average interface concentration profile, and a random piece δ∆, arising from concentration

fluctuations. The latter can be expressed as a sum of contributions from individual atomic

layers: δ∆ = ∑
l δ∆l, where δ∆l is proportional to δxl |ψenv(zl)|2 (see Methods). To visualize

the effects of concentration fluctuations in Fig. 3.3c, we compute δ∆l using the randomized

density profile of Fig. 3.3b (blue curve). We see that most significant fluctuations occur near

the top interface, where |ψenv(zl)| and the Ge content of the quantum well are both large. In

Fig. 3.3d we plot ∆ values obtained for 10,000 quantum-well realizations using this effective

mass approach. The deterministic contribution to the valley splitting ∆0 (black dot) is seen

to be located near the center of the distribution in the complex plane, as expected. However,

the vast majority of ∆ values are much larger than ∆0, demonstrating that concentration

fluctuations typically provide the dominant contribution to intervalley coupling.

The total valley splitting is closely related to the intervalley coupling via Ev = 2|∆|,

and therefore exhibits the same statistical behavior. In Fig. 3.3e, the orange curve shows

the Rice distribution whose parameters are derived from effective-mass calculations of the

valley splitting (see Methods), using the same concentration profiles as the histogram data.

The excellent agreement between these different approaches confirms the accuracy of our
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theoretical techniques (Supplementary Discussion Section 3d).

3.3 Discussion

Based on the results obtained above, we now propose two related methods for achieving

large valley splittings (on average), with high yields. Both methods are derived from the

key insight of Fig. 3.3c: due to random-alloy fluctuations, the valley splitting is almost

always enhanced when the electronic wavefunction overlaps with more Ge atoms. In the

first method, we therefore propose to increase the width of the interface (4τ) as shown in

Fig. 3.3f, since this enhances the wavefunction overlap with Ge atoms at the top of the

quantum well. This approach is nonintuitive because it conflicts with the conventional

deterministic approach of engineering sharp interfaces. The second method, also shown in

Fig. 3.3f, involves intentionally introducing a low concentration of Ge inside the quantum

well. The latter method is likely more robust because it can incorporate both deterministic

enhancement of the valley splitting from a sharp interface, and fluctuation-enhanced valley

splitting.

We test these predictions using simulations, as reported in Fig. 3.3g, where different

colors represent different interface widths and the horizontal axis describes the addition of

Ge to the quantum well. For no intentional Ge in the quantum well, as consistent with

the heterostructure growth profile of our measured quantum dots, the calculations show a

significant increases in the valley splitting with increasing interface width. Here, the nar-

rowest interface appears most consistent with our experimental results (magenta marker),

attesting to the sharp interfaces achieved in our devices. As the Ge concentration increases

in the quantum well, this advantage is largely overwhelmed by concentration fluctuations

throughout the well. A very substantial increase in valley splitting is observed for all con-

centration enhancements, even at the low, 5% level. Here, the light error bars represent 5-95

percentiles while dark bars represent 25-75 percentiles. At the 5% concentration level, our
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simulations indicate that >95% of devices should achieve valley splittings >100 µeV. This

value is more than an order of magnitude larger than the typical operation temperature of

spin-qubits and is predicted to yield a 99% readout fidelity [181]. This would represent a

significant improvement in qubit yield for Si quantum dots. A recent report of SiGe quan-

tum wells with oscillating Ge concentrations provides the first experimental evidence that

intentionally placing Ge in the quantum well leads to significant variability and some of the

highest recorded values of valley splitting [124].

In conclusion, we argue for the atomic-level origin of valley splitting distributions in re-

alistic Si/SiGe quantum dots, providing key insights on the inherent variability of Si/SiGe

qubits and thereby solving a longstanding problem facing their scaling. We relate 3D atom-

by-atom measurements of the heterointerfaces to the statistical electrical characterisation of

devices, and ultimately to underlying theoretical models. We observe qualitative and quan-

titative agreement between simulated valley splitting distributions and measurements from

several quantum dots, supporting our theoretical framework. Crucially, we learn that atomic

concentration fluctuations of the 28Si → Si-Ge heterointerface are enough to account for the

valley splitting spread and that these fluctuations are largest when the envelope of the wave-

function overlaps with more Ge atoms. Moreover, while we have only incorporated random

alloy disorder into our theoretical framework so far, we foresee that APT datasets including

correlated disorder, such as steps, will be used to further refine our theoretical understanding

of valley splitting statistics. Since atomic concentration fluctuations are always present in

Si/SiGe devices due to the intrinsic random nature of the SiGe alloy, we propose to boost

these fluctuations to achieve on average large valley splittings in realistic silicon quantum

dots, as required for scaling the size of quantum processors. Our proposed approaches are

counter-intuitive yet very pragmatic. The interface broadening approach seems viable for

hybrid qubits, which require valley splitting to be large enough to be usable but not so large

as to be inaccessible. For single-electron spin qubits, which don’t use the valley degree of

freedom, the direct introduction of Ge in the quantum well appears better suited for tar-
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geting the largest possible valley splitting. By adding Ge to the Si quantum well in small

concentrations we expect to achieve on average valley splitting in excess of 100 µeV. Early

calculations from scattering theories [134] suggest that the added scattering from random al-

loy disorder will not be the limiting factor for mobility in current 28Si/SiGe heterostructures.

However, an approximate twofold reduction in electron mobility was recently reported when

an oscillating Ge concentration of about 5% on average is incorporated in the Si quantum

well [124]. We speculate that fine tuning of the Ge concentration in the quantum well will be

required for enhancing the average valley splitting whilst not compromising the low-disorder

potential environment, which is important for scaling to large qubit systems. We believe that

our results will inspire a new generation of Si/SiGe material stacks that rely on atomic-scale

randomness of the SiGe as a new dimension for the heterostructure design.

3.4 Methods

3.4.1 Si/SiGe heterostructure growth

The 28Si/SiGe heterostructures are grown on a 100-mm n-type Si(001) substrate using an

Epsilon 2000 (ASMI) reduced pressure chemical vapor deposition reactor equipped with a
28SiH4 gas cylinder (1% dilution in H2) for the growth of isotopically enriched 28Si. The
28SiH4 gas was obtained by reducing 28SiF4 with a residual 29Si concentration of 0.08% [154].

Starting from the Si substrate, the layer sequence for quantum well A comprises a 900 nm

layer of Si1−xGex graded linearly from x = 0 to 0.3, followed by a 300 nm Si0.7Ge0.3 strain-

relaxed buffer, an 8 nm tensily strained 28Si quantum well, a 30 nm Si0.7Ge0.3 barrier, and

a sacrificial Si cap. The layer sequence for quantum well B comprises a 1.4 µm step-graded

Si(1−x)Gex layer with a final Ge concentration of x = 0.3 achieved in four grading steps

(x = 0.07, 0.14, 0.21, and 0.3), followed by a 0.45 µm Si0.7Ge0.3 strain-relaxed buffer, an

8 nm tensily strained 28Si quantum well, a 30 nm Si0.7Ge0.3 barrier, and a sacrificial Si cap.

In quantum well A, the Si0.7Ge0.3 strain-relaxed buffer and the Si quantum well are grown
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at 750 ◦C without growth interruption. In quantum well B the Si0.7Ge0.3 strain-relaxed

buffer below the quantum well is grown at a temperature of 625 ◦C, followed by growth

interruption and quantum well growth at 750 ◦C. This modified temperature profile yields

a sharper bottom interface for quantum well B as compared to quantum well A.

3.4.2 Atom probe tomography

Samples for APT were prepared in a FEI Helios Nanolab 660 dual-beam scanning electron

microscope using a gallium focused ion beam at 30, 16 and 5 kV and using a procedure

described in detail in ref. [97]. Before preparation, a 150-200 nm thick chromium capping

layer was deposited on the sample via thermal evaporation to minimize the implantation of

gallium ions into the sample. All APT analyses were started inside this chromium cap with

the stack fully intact underneath. APT was carried out using a LEAP 5000XS tool from

Cameca. The system is equipped with a laser to generate picosecond pulses at a wavelength of

355 nm. For the analysis, all samples were cooled to a temperature of 25 K. The experimental

data are collected at a laser pulse rate of 200-500 kHz at a laser power of 8-10 pJ. APT data

are reconstructed using IVAS 3.8.5a34 software and visualized using the AtomBlend addon

to Blender 2.79b and Blender 2.92 software. For the Voronoi tessellation the reconstructed

data sets were exported to Python 3.9.2 and then tessellated using the scipy.spatial.Voronoi

class of SciPy 1.6.2. Note that in these analyses the interfaces are represented as an array of

sigmoid functions generated perpendicular to the respective interface on 3 nm × 3 nm tiles

that are 1 nm apart. This sacrifices lateral resolution to allow for statistical sampling of the

elemental concentrations but preserves the atomic resolution along the depth axis that APT

is known to provide upon constructing the interface as shown in Fig. 3.2a.

3.4.3 Device fabrication

The fabrication process for Hall-bar shaped heterostructure field effect transistors (H-FETs)

involves: reactive ion etching of mesa-trench to isolate the two-dimensional electron gas
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(2DEG); P-ion implantation and activation by rapid thermal annealing at 700 ◦C; atomic

layer deposition of a 10-nm-thick Al2O3 gate oxide; deposition of thick dielectric pads to

protect gate oxide during subsequent wire bonding step; sputtering of Al gate; electron

beam evaporation of Ti:Pt to create ohmic contacts to the 2DEG via doped areas. All

patterning is done by optical lithography. Quantum dot devices are fabricated on wafer

coupons from the same H-FET fabrication run and share the process steps listed above.

Double-quantum dot devices feature a single layer gate metallization and further require

electron beam lithography, evaporation of Al (27 nm) or Ti:Pd (3:27 nm) thin film metal gate,

and lift-off. For linear quantum dot arrays the gate stack consists of 3 layers of Ti:Pd metallic

gates (3:17, 3:27, 3:27 nm) isolated from each other by 5 nm Al2O3 dielectric interlayers.

The fabrication processes for quantum dot devices are further detailed in Ref. [111].

3.4.4 Electrical characterisation of devices

Hall-bar measurement are performed in a Leiden cryogenic dilution refrigerator with a mixing

chamber base temperature TMC = 50mK [144]. We apply a source-drain bias of 100 µV and

measure the source-drain current ISD, the longitudinal voltage Vxx, and the transverse Hall

voltage Vxy as function of the top gate voltage Vg and the external perpendicular magnetic

field B. From here we calculate the longitudinal resistivity ρxx and transverse Hall resistivity

ρxy. The Hall electron density n is obtained from the linear relationship ρxy = B/en at low

magnetic fields. The carrier mobility µ is extracted from the relationship σxx = neµ, where

e is the electron charge. The percolation density np is extracted by fitting the longitudinal

conductivity σxx to the relation σxx ∝ (n− np)1.31. Here σxx is obtained via tensor inversion

of ρxx at B = 0. Quantum dot measurements are performed in Oxford and Leiden cryo-

genic refrigerators with base temperatures ranging from 10–50 mK. Quantum dot devices

are operated in the few-electron regime. Further details of the 2DEG and quantum dot

measurements are provided in the Supplementary Discussion Section 1.
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3.4.5 Theory and simulations

The quantum-well potential at vertical position zl is simply defined here as a linear inter-

polation of the conduction-band offset at the quantum-well interface: U(zl) = xdl−xs
xw−xs∆Ec,

where xdl is the average Si concentration in layer l, xs is the average Si concentration in the

strain-relaxed SiGe barriers, xw is the average Si concentration in the strained quantum well,

and ∆Ec is the conduction band offset in the absence of fluctuations. In the effective-mass

theory, the intervalley coupling matrix element can then be approximated by the sum

∆ = a0

4
∑
l

e−2ik0zl
xdl − xs
xw − xs

∆Ec|ψenv(zl)|2. (3.1)

Defining the local concentration fluctuations as xdl = x̄l+δxl , the matrix element can then be

split into its deterministic and fluctuating contributions ∆ = ∆0 +δ∆, where the fluctuating

term δ∆ contains all dependence on δxl :

δ∆ = a0

4
∆Ec

xw − xs
∑
l

e−2ik0zlδxl |ψenv(zl)|2. (3.2)

The deterministic term ∆0 represents the matrix element of the ideal, smooth concentration

profile, while δ∆ describes the fluctuations about this value. For concentration fluctua-

tions δxl defined by binomial distributions of Ge and Si atoms, the resulting valley split-

ting Ev = 2|∆0 + δ∆| corresponds to a Rice distribution with parameters ν = 2|∆0| and

σ =
√

2
√

Var [δ∆] [5]. For additional details, see the Supplementary Discussion Section

3. All simulations and numerical calculations reported in this work were performed using

Python 3.7.10 with the open-source libraries NumPy, SciPy, and Matplotlib. The 3D atom-

istic simulations were done using the large-scale Slater-Koster tight-binding solver NEMO3D.

A spin resolved 20 band sp3d5s* nearest neighbour model was used. Strain optimization was

done using a valence force field Keating model.
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Chapter 4

SiGe quantum wells with oscillating

Ge concentrations for quantum dot

qubits

This chapter is adapted from the article Nat. Commun. 13, 7777 (2022), “SiGe quantum

wells with oscillating Ge concentrations for quantum dot qubits,” by Thomas McJunkin,

Benjamin Harpt, Yi Feng,Merritt Losert, Rajib Rahman, J. P. Dodson, M. A. Wolfe, D. E.

Savage, M. G. Lagally, S. N. Coppersmith, Mark Friesen, Robert Joynt, and M. A. Eriksson

(also available as a preprint, arXiv:2112.09765). I performed the atomistic simulations of

the Wiggle Well heterostructures to interpret the experimental data.

4.1 Introduction

Quantum dots formed in silicon-germanium heterostructures are promising candidates for

quantum computing, but the degeneracy of the two conduction band minima (or “valleys”)

in silicon quantum wells can pose a challenge for forming qubits [7, 63, 164, 205, 223, 226].

In such structures, the energy splitting between the valley states, Ev, is typically tens to

a few hundred µeV and can vary widely due to heterostructure design and unintentional
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Figure 4.1: The Wiggle Well. (a) Schematic of the Wiggle Well heterostructure, showing
Ge oscillations throughout the quantum well. The darker regions have higher Ge concentra-
tion. (b) Plot of Ge concentration versus position in a heterostructure with a quantum well
with average concentration nGe of 15% Ge and oscillation wavelength λ, corresponding to
wavevector q = 2π/λ. (c) EMVC predictions for valley splitting contributions (Ev versus q)
due to Ge concentration oscillations in the quantum well, for nGe values shown in the inset,
and a vertical electric field of 8.5 MV/m. The left inset shows two neighboring Brillouin
zones in the silicon conduction band, with constant energy surfaces around the valley min-
ima shown in blue. The peaks at q ≈ 3.5 nm−1 arise from Umklapp coupling between the
z valleys in neighboring Brillouin zones, and the peaks at q ≈ 20 nm−1 arise from coupling
between z valleys within a single zone. The peak maxima at q ≈ 20 nm−1 lie between 0.4
and 18 meV and are shown on a different scale in Supplementary Fig. 1. Source data are
provided as a Source Data file.

defects [21, 38, 51, 79, 88, 125, 139, 148, 166, 169, 171, 176, 225]. The small size and in-

trinsic variability of Ev has motivated several schemes for modifying or tuning its value. An

ambitious scheme to engineer the quantum well barriers, layer-by-layer, has been proposed

to increase Ev [202, 227]. Simpler heterostructure modifications have already been imple-

mented in the laboratory. For example, including additional germanium at the quantum well

interface was not found to significantly impact Ev [139], while a single spike in germanium

concentration within the quantum well was found, theoretically and experimentally, to cause

an approximate doubling of Ev [125]. Even more practically, Ev can be tuned after device

fabrication by changing the applied vertical electric field [26, 81, 88] or the lateral dot po-

sition [51, 79, 171], though such tunability tends to be modest in a typical qubit operating

range.

Here, we report theory and experiment on a novel Si/SiGe heterostructure, the Wiggle
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Well, which has an oscillating concentration of germanium inside the quantum well. The

wavevector is specially chosen to couple the conduction-band valleys in silicon, thereby in-

creasing Ev. This wavevector can be chosen either to couple valleys within a single Brillouin

zone or between zones. We measure a quantum dot device fabricated on a Wiggle Well het-

erostructure grown by chemical vapor deposition (CVD) with Ge concentrations oscillating

between 0% and 9%, with wavelength of 1.8 nm, corresponding to the shortest interzone

coupling wavevector. The valley splitting is measured using pulsed-gate spectroscopy [55] in

a singly occupied quantum dot, obtaining results that are both large and tunable in the range

of 54-239 µeV. We employ an effective mass method to treat Ge concentration variations

in the virtual crystal approximation (EMVC method) to obtain an approximate picture of

Ev as a function of the oscillation wavelength. We also perform tight-binding simulations of

disordered heterostructures using NEMO-3D [93], which qualitatively validates our under-

standing from the EMVC theory and quantitatively incorporates the effects of both strain

and random-alloy disorder. These simulations indicate that the magnitude and range of

valley splittings observed in the current experiments can mainly be attributed to natural

Ge concentration fluctuations associated with alloy disorder. These theoretical methods are

also used to make predictions about a number of additional heterostructures with varying

germanium oscillation wavelengths and amplitudes, in which much higher valley splitting

enhancements are anticipated.

4.2 Results

We consider a spatially oscillating germanium concentration of the form 1
2nGe[1 − cos(qz)],

as illustrated in Fig. 4.1(a). Here, z is the heterostructure growth direction, nGe is the

average Ge concentration in the well, and q is the wavevector corresponding to wavelength

λ = 2π/q, as indicated in Fig. 4.1(b). The wavevector q can be chosen to greatly enhance

Ev. For any Si/SiGe quantum well, the energies of the valley states split in the presence of
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a sharp interface, but the Wiggle Well produces an additional contribution to Ev due to the

oscillating Ge concentration, which gives rise to a potential energy term in the Hamiltonian

of the form Vosc(z) ∝ [1 − cos(qz)]. The electron wavefunctions in the valleys oscillate as

φ±(z) ∝ exp(±ik0z) [63], where k0 is the location of the conduction band minimum in the

first Brillouin zone. Since k0 occurs near the zone boundary, these oscillations are very short-

wavelength. For constructive interference that would increase Ev, they must be compensated

by a corresponding oscillation in the Ge concentration.

Figure 4.1(c) shows the Wiggle Well contribution to the valley splitting Ev(q), calculated

using the EMVC method for several values of nGe. We observe that the valley splitting is

predicted to be enhanced at specific germanium oscillation wavevectors. The wavevector

q ≈ 3.5 nm−1, corresponding to λlong = 1.8 nm, describes coupling between valleys in two

neighboring Brillouin zones, as indicated by arrows in the inset. A much larger enhancement

of the valley splitting can be achieved for the wavevector q ≈ 20 nm−1, corresponding to the

much shorter wavelength, λshort = 0.32 nm, which describes coupling between the z-valley

states within a single Brillouin zone, also shown with arrows. Thus, choosing the oscillation

wavelength λ = 2π/q with care enables the generation of a wavevector in the potential

that couples valley minima either between or within Brillouin zones. The large difference in

the heights of the two peaks is an extinction effect (destructive interference), caused by a

symmetry of the diamond lattice structure. Disorder breaks the symmetry and produces a

small peak. The noisy shape of the peak at q ≈ 3.5 nm−1 comes from sampling error (see

Supplementary Note 1). An additional peak is observed at wavevector q ≈ 10 nm−1. We

identify this as a harmonic of the taller peak because its height scales as n2
Ge, in contrast to

the q ≈ 20 nm−1 peak, which scales as nGe [59]. At small q, there are additional features

associated with the details of the barrier interface.

Figure 4.2(a) shows a scanning transmission electron micrograph of a Wiggle Well het-

erostructure grown by chemical vapor deposition (CVD), demonstrating an oscillating con-

centration of germanium with λ ≈ 1.7 nm, as described in Methods. Based on this result, the
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growth parameters were adjusted slightly to achieve the desired λlong oscillation period, with

an estimated nGe = 4.5%. The closest match to this value in Fig. 4.1(c) (red curve) suggests

a valley splitting enhancement of about 20 µeV due to these oscillations. Hall bar devices

were fabricated on the heterostructure and measured at a temperature of ∼2 K, revealing

mobilities in the range of 1-3×104 cm2V−1s−1 for an electron density range of 2-6×1011

cm−2. (See Supplementary Note 2.)

To define quantum dots, atomic layer deposition was used to deposit a 5 nm layer of

aluminum oxide. Electron beam lithography was used to pattern three layers of overlapping

aluminum gates isolated from one another by the plasma-ash enhanced self-oxidation of the

aluminummetal, following the procedure described in Ref. [52]. (See Methods.) Figure 4.2(b)

shows a false-colored scanning electron micrograph of a quantum dot device lithographically

identical to the one measured. The left half of the device was used for the measurements

described below, with a double quantum dot formed in the lower channel and a charge

sensing dot formed in the upper channel. Figure 4.2(c) shows a stability diagram of the

double dot, where the absolute number of electrons can be determined by counting the

number of lines crossed in the color plot. All measurements were performed using the last

(leftmost) electron transition in this figure, near the magenta star, in a dilution refrigerator

with a base temperature below 50 mK.

The excited-state spectrum of a singly occupied quantum dot was measured using pulsed-

gate spectroscopy [51, 55, 177, 211, 217, 224], as shown in Fig. 4.2(d). Here, the differential

conductance of the charge sensor is plotted as a function of the dc voltage on gate P1 vs. the

amplitude of the square-wave pulse applied to P1. The data show a sudden change of color

when the rate at which electrons enter or leave the dot changes significantly, allowing us to

estimate the excited-state energies (see Methods). Figure 4.2(e) shows in blue the averaged

result of 16 individual P1 voltage scans obtained with a 16 mV square-wave amplitude. The

green curve is a numerical derivative of the blue curve with respect to VP1. Here, the voltage

differences corresponding to the valley splitting Ev and the orbital splitting Eorb are labeled
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with arrows. The dips in the differentiated signal are fit to extract the voltage splittings,

using the methods described in Ref. [51], and then converted into energy splittings using the

appropriate lever arm (see Supplementary Note 3), yielding a valley splitting of 164±3 µeV

for this particular device tuning.

To develop an understanding of how germanium concentration oscillations and fluctua-

tions can affect the valley splitting, we make use of our ability to change the quantum dot’s

shape and position in-situ by changing the gate voltages. Importantly, such changes in size

and shape can be made while keeping the electron occupation constant. First, we shift the

dot’s lateral position by changing the voltages on the screening gates S1 and S2 asymmetri-

cally [51]. Because germanium atoms sit at discrete locations, the concentration oscillations

are not identical at all locations in the quantum well; instead, each physical location rep-

resents a random instance, which only follows a smooth sine wave pattern when averaged

over a wide region. Since the dot is finite in size, changes in position therefore cause it to

sample local fluctuations of the Ge concentration. Moving the dot in this way also modifies

the size and shape of the electron probability distribution in the plane of the quantum well.

For this reason, we also perform a second experiment, in which we change the size and shape

of the quantum dot while keeping the center position of the dot approximately fixed. In this

case, the screening gate voltages S1 and S2 are made more negative, while P1 is made more

positive, following the procedure described in Ref. [125], in which the motion of the dot was

confirmed through electrostatic modeling.

The orbital and valley splittings resulting from these two different tuning schemes are

shown in Fig. 4.3(a). Both tuning schemes yield a large change in the orbital splitting Eorb,

as shown in the inset to Fig. 3(a), because both change the size and shape of the quantum

dot. The valley splitting shows markedly different behavior in the two cases. The first tuning

scheme, which moves the dot laterally, to sample different realizations of the Wiggle Well

oscillations, yields a large change in the measured valley splitting of nearly 200 µeV. Here,

the variation of Ev is monotonic because the range of motion is similar to the dot radius. The
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second approach, which does not move the quantum dot, results in a much smaller change in

the valley splitting. This large difference in behavior is demonstrated most obviously by the

linear fits to the data, which we will compare below to numerical calculations of the valley

splitting for many different atomistic realizations of the Wiggle Well. While tunable valley

splittings (and closely related singlet-triplet splittings) of Si/SiGe quantum dots have recently

been achieved by changing gate voltages [51, 79, 88, 125, 171], the observed range of behavior

has been modest: for example, 15% tunability with a maximum of Ev = 213 µeV [79] or

140% tunability with a maximum of Ev = 87 µeV [51]. Here in contrast, we report a striking

> 440% tunability with a maximum of Ev = 239 µeV.

The EMVC calculations presented in Fig. 1 provide intuition about how oscillating ger-

manium concentrations affect the valley splitting: wave vectors describing the germanium-

induced oscillating potential in the quantum well connect valley minima within or between

Brillouin zones, as determined by the wavelength of the oscillations. However, such calcula-

tions do not provide information about the effect of different atomistic realizations of these

oscillations. Moreover, from Fig. 3(a), it is clear that the variations in Ev due to atomistic

randomness can be even larger than its mean value.

The strong effect of random alloy disorder on the valley splitting can also be understood

from Wiggle Well theory. Due to the finite size of a quantum dot, the electron naturally

experiences small layer-by-layer fluctuations of the Ge concentration, as recently explored

experimentally [145]. Fourier transforming this distribution assigns random weights across

the whole q spectrum in Fig. 1. In particular, weight on the q ≈ 20 nm peak should have

a random but noticeable effect on the valley splitting. In a deterministic Wiggle Well we

simply emphasize the weight at certain wave vectors.

To study the competition between deterministic and random enhancements of the valley

splitting, we now perform atomistic tight-binding simulations in NEMO-3D using a 20-band

sp3d5s* strain-dependent model [93]. The quantum well concentration profile of Fig. 4.1(b)

is used to construct a heterostructure atom-by-atom, where the probability that an atom is
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Ge is given by the average Ge concentration at that atom’s layer. For all simulations, we

assume a typical electric field of 8.5 MV/m.

Figure 4.3(b) shows the results of simulations corresponding to the two experiments

described in Fig. 4.3(a). The dots are modeled by the confinement potential V (x, y) =
1
2mt[ω2

xx
2 +ω2

y(y−y0)2], where mt = 0.19m0 is the transverse effective mass. In the left-hand

panel of Fig. 4.3(b), the position of the dot (y0) is varied by 20 nm, as consistent with elec-

trostatic simulations reported in [125]. The dot radius along x̂ (rx) is also varied, by tuning

the orbital energy in the range ~ωx = 1-2 meV, corresponding to rx =
√
~/mtωx = 14-20 nm.

In the right-hand panel, only ωx is varied, over the same range, keeping y0 fixed. In both

cases, we choose ~ωy = 2 meV. Each of the curves in Fig. 3(b) is a straight line connecting

two simulations. These simulations have different Eorb = ~ωx values, corresponding to 1

or 2 meV, but the same disorder realization. The different curves correspond to different

disorder realizations. The left-hand panel confirms that a wide range of valley splittings may

be accessed by moving the dot; the experimental slope found for this tuning method (shown

by the dashed line) lies within the range of simulation results. The NEMO-3D results in the

right-hand panel show a much narrower range of changes in valley splittings, consistent with

the experimental observations shown in blue in Fig. 3(a) (dashed line). Here, the center posi-

tion of the dot does not change, so the dot samples roughly the same disorder for each value

of Eorb. In both panels, ∆Ev is seen to increase with Eorb (on average); this trend can be ex-

plained by the prevalence of larger concentration fluctuations in smaller dots, yielding larger

valley splittings (on average). These results highlight the ability of random-alloy disorder to

affect valley splitting in this system, as compared to the more deterministic concentration

oscillations, and the ability of a moving dot to sample these fluctuations.

We now use NEMO-3D tight-binding calculations to make quantitative predictions about

valley splitting in other Wiggle Well structures. The top panel in Fig. 4.3(c) reports results

for long-wavelength Wiggle Wells (λlong=1.8 nm) with average Ge concentrations of 5%, 10%,

15%, and 20%. Here, each distribution shows the results of 40 simulations with different
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realizations of alloy disorder. The bottom panel reports results for short-wavelength Wiggle

Wells (λshort=0.32 nm) with average Ge concentrations of 0.5%, 1%, and 1.5%. In this case,

results are shown for 20 random-alloy realizations. For all simulations shown in Fig. 4.3(c),

we assume an orbital excitation energy of ~ω = 2 meV. For the long-period Wiggle Well,

we see that the effects of alloy disorder are relatively large compared to the deterministic

enhancement of the valley splitting caused by Ge oscillations, as indicated by the large

spread in results. We also note that the 5% amplitude NEMO-3D results in the top panel

are consistent with the experimental valley splittings shown in Fig. 4.3(a). For the short-

period Wiggle Well, NEMO-3D predicts very large boosts in the deterministic contribution

to the valley splittings, even for low-amplitude Wiggle Well oscillations.

4.3 Discussion

In summary, we have introduced a new type of silicon/silicon-germanium heterostructure

with a periodically oscillating concentration of germanium within the quantum well. Using

effective mass theory, we showed that the Wiggle Well can induce couplings between the z-

valley states, both within a Brillouin zone and between neighboring zones, thereby enhancing

the valley splitting. We reported the growth of such a heterostructure with a Ge oscillation

period of 1.8 nm within the quantum well, which showed mobility large enough, and corre-

sponding disorder small enough, to form stable and controllable gate-defined quantum dots.

Pulsed-gate spectroscopy revealed large valley splittings that were widely tunable through

changes in gate voltages. Tight-binding simulations were used to validate the understanding

of the experiment and to make predictions about how alloy disorder and structural changes

(e.g., in the amplitude and wavelength of the germanium oscillations) can be expected to

influence the valley splitting. In the current experiments, simulations indicate that natu-

ral Ge concentration fluctuations play a dominant role in determining the magnitude and

range of the observed valley splittings. However the short, 0.32 nm structure is predicted
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to offer much larger deterministic enhancements of the valley splitting. While this spatial

period is short, optimized growth methods have been shown to enable rapid changes in Ge

concentrations [100]. For the short-period Wiggle Well, this method should allow 0.93%

peak-to-peak Ge concentration oscillations. By further incorporating isotopically purified

silicon and germanium into the growth, to suppress hyperfine interactions, the Wiggle Well

offers a powerful strategy for improving both coherence times and state preparation and

measurement (SPAM) fidelities, by providing reliably high valley splittings.

4.4 Methods

4.4.1 Theory

We consider a potential that couples the wavefunctions φ±(r) with wavevectors near the

valley minima k = ±(0, 0, k0) where k0 = 0.84(2π/a0) and a0 = 0.543 nm is the lattice

constant. The unperturbed wavefunctions are

φ±(r) = ψ(z)e±ik0z
∑
K
c±(K)eiK·r, (4.1)

where ψ is an envelope function, the K are reciprocal lattice vectors, and the c±(K) are

Fourier expansion coefficients of the cell-periodic part of the Bloch function. The valley

splitting Ev induced by the added Ge is [158]

Ev = 2 |〈φ+|Vosc(z)|φ−〉| = 2|
∑

K,K′
c∗+(K)c−(K′)δKx,K′xδKy ,K′yI(Kz −K ′z)|, (4.2)

where

I(Kz −K ′z) =
∫ 0

−∞
|ψ(z)|2eiQzV0 cos(qz)dz, (4.3)
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with Q = Kz − K ′z − 2k0. |ψ(z)|2 is a smooth function with a single peak, so its Fourier

transform has a single peak centered at zero wavevector. Hence, I(Kz − K ′z) will peak

strongly when

q = ±Q = ±(Kz −K ′z − 2k0). (4.4)

Because of the sum over reciprocal lattice vectors in Eq. (4.2), Ev(q) is expected to be

enhanced whenever the condition Kz−K ′z = ±(q±2k0) is satisfied. However, a symmetry of

the diamond lattice structure leads to a cancellation in the sum over K,K′ in Eq. (4.2) when

q = 4π/a−2k0 = 3.5 nm−1. As described in Supplementary Note 1, the coefficients c±(K) in

Eqs. (1)-(2) are determined by using the results of a pseudopotential method combined with

the virtual crystal method for the disordered SiGe system. This results in a modification of

the coefficients that have been previously computed using density functional theory for bulk

silicon [158]. The envelope function ψ(z) is found for a quantum well with a vertical electric

field of 8.5 MV/m. Further details may be found in Ref. [59]

4.4.2 Heterostructure Growth.

The measured heterostructure is grown on a linearly graded SiGe alloy with a final 2 µm

layer of Si0.705Ge0.295. Prior to heterostructure growth, the SiGe substrate is cleaned and

prepared as described in Ref. 139. The substrate is loaded into the growth chamber and

flash heated to 825 °C while silane and germane are flowing. The temperature is lowered to

600 °C, at which point a 550 nm 29.5% Ge alloy layer is grown. For the quantum well, the

growth begins with a 10 second pulse of pure silane gas at 90 sccm. Then, 90 sccm of silane

and 4.88 sccm of germane are introduced for 10.63 seconds followed by 10 seconds of pure

silane. This SiGe–Si pulse sequence is repeated a total of 5 times. The pulse times are tuned

to achieve a period of 1.8 nm and a peak Ge concentration of 9%, which was deemed small

enough to prevent electrons from leaking out of the quantum well. We note that the actual

heterostructure concentration will not achieve a full contrast of 9%, due to atomic diffusion.
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After the quantum well, a 60 nm Si0.705Ge0.295 spacer is grown and the heterostructure is

capped with a thin 1 nm layer of pure silicon.

4.4.3 Pulsed-Gate Spectroscopy

Pulsed-gate spectroscopy is used to measure the valley and orbital splitting of a singly-

occupied quantum dot. A square wave voltage is applied to the plunger gate of a dot at a

frequency comparable to the tunnel rate to the electron reservoir. The charge sensor current

is measured with a lock-in amplifier referenced to the fundamental frequency of the square

wave. When the dc voltage of the gate is swept over the dot transition, the electron is loaded

and unloaded into the dot as the dot’s chemical potential, split by the square wave, straddles

the Fermi level of the reservoir. As the amplitude is increased, additional states such as the

excited valley state and excited orbital state can be loaded during the high voltage period

of the wave, modifying the tunnel rate into the dot. These changes in tunnel rate lead to a

changing lock-in response. These changes can be seen in Fig. 4.2(d).

4.5 Data Availability

Raw source data for all relevant figures are available as a ‘Source Data’ file at 10.5281/

zenodo.7374581 [123].

4.6 Code Availability

The Mathematica files used to generate Fig. 1(c) and Supplementary Fig. 1 are provided as

a ‘Source Code’ file, available at 10.5281/zenodo.7374581 [123]. The simulations reported

in Fig. 3 and described in Supplementary Note 4 were performed using NEMO-3D simu-

lation code: https://engineering.purdue.edu/gekcogrp/software-projects/nemo3D/.

NEMO-3D is available as open source and is also accessible at nanohub: http://nanohub.
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Figure 4.2: Growth and measurement of a quantum dot device on a Wiggle Well heterostruc-
ture. (a) High-angle annular dark-field (HAADF) image of a test heterostructure demon-
strating an oscillation wavelength of ∼1.7 nm. The lighter regions have higher Ge concentra-
tions. (b) False-color scanning electron micrograph of a quantum dot device lithographically
identical to the one measured. The different colors (blue, green, yellow) indicate different
gate layers, and relevant gates are labeled. (c) Stability diagram of a quantum dot formed
under the leftmost plunger gate in the lower channel, measured using a quantum dot charge
sensor in the upper left channel. Here the differential conductance dICS/dVP1 is plotted,
where ICS is the current through the charge sensor and VP1 and VB1 are the voltages on gates
P1 and B1, respectively. The dark lines (maxima in dICS/dVP1) reveal the voltages at which
charge transitions occur in the dots. The measurements presented here are performed at
the last (leftmost) electron transition in this dot, near the magenta star. (d) Pulsed-gate
spectroscopy of a singly occupied quantum dot. The dc voltage on gate P1 is swept across
the 0-1 electron charging transition while simultaneously applying a square-wave voltage
pulse of varying amplitude and 2 kHz frequency, revealing a characteristic V-shape in a
lock-in measurement of the transconductance of the charge sensor: |g| ≈ |δICS/δVP1|, where
δVP1 is the pulse amplitude. (e) Extraction of Ev and Eorb: we repeat 16 P1 voltage scans
at the same device tuning as in (d), for a 16 mV pulse amplitude. The blue curve shows
the averaged lock-in response and the green curve shows its derivative with respect to VP1.
The resulting dips allow us to determine the valley and orbital splittings, Ev and Eorb, as
indicated. Source data are provided as a Source Data file.
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Figure 4.3: Valley and orbital excitation energies of a Wiggle Well quantum dot. The
voltages applied to the dot are tuned in two ways, both of which change the orbital splitting
(Eorb) substantially but only one of which changes the valley splitting (Ev) significantly.
Case 1 (filled green diamonds): dot position depends on Eorb. Case 2 (open blue circles):
dot position remains stationary. (a) Inset: Case 1 is achieved by asymmetrically changing
voltages on screening gates S1 and S2 (top axis). Case 2 is achieved by changing voltages on
S1 and S2 symmetrically, while simultaneously changing the voltage on P1 to compensate
(bottom axis). Main panel: valley splittings vary by a factor of 4 for the moving dot, but
much less for the stationary dot, over approximately the same range of orbital splittings.
Dashed lines are linear fits through the two datasets. Valley splitting is computed by fitting
to pairs of spectroscopy peaks [Fig. 2(e)]; error bars reflect the standard error in the peak
fits, combined in quadrature, with errors in the lever-arm fits also added in quadrature (see
Supplemental Note 3). (b) NEMO-3D tight-binding simulations of Case 1 (left panel) and
Case 2 (right panel) scenarios, as depicted by the dot shapes shown in the insets. Simulations
include atomistic random-alloy disorder, where the probability of choosing Si or Ge atoms
is determined by the Ge concentration profile. Here each curve reflects a unique disorder
realization, and we vary the orbital energies (Cases 1 and 2) and dot locations (Case 1 only).
Note that Ev values are shifted to align when Eorb = 1 meV. (Shifted values are labelled ∆Ev.)
The dashed lines in (b) are the same as the experimental results in (a). Here they fall within
the statistical range of the randomized simulations, showing consistency with the theory. (c)
Statistical sampling of NEMO-3D simulations for several values of germanium concentrations
nGe, for λlong-period (top panel, 40 samples) or λshort-period (bottom panel, 20 samples)
Wiggle Wells. The mean values of the simulations are shown as black lines, along with 25
to 75 percentile ranges (gray bars). Results indicate that alloy disorder plays a dominant
role in valley splitting for λlong oscillations, with concentration oscillations providing a much
smaller enhancement. Source data are provided as a Source Data file.
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Chapter 5

Practical Strategies for Enhancing the

Valley Splitting in Si/SiGe Quantum

Wells

This chapter as adapted from the article Phys. Rev. B 108, 125405 (2023), “Practical strate-

gies for enhancing the valley splitting in Si/SiGe quantum wells,” by Merritt P. Losert,

M. A. Eriksson, Robert Joynt, Rajib Rahman, Giordano Scappucci, Susan N. Coppersmith,

and Mark Friesen (also available as a preprint, arXiv:2303.02499). I principally performed

the analytical calculations and simulations used in this work, with input from all authors.

5.1 Introduction

Qubits formed from quantum dots in Si/SiGe heterostructures are promising candidates

for large-scale quantum computing [121, 228, 231]. Naturally abundant spin-zero nuclear

isotopes and the highly developed infrastructure of the semiconductor industry lend a par-

ticular advantage to silicon-based qubits. Recently, one and two-qubit gates in spin qubits

in Si/SiGe quantum dots have yielded fidelities above 99% [131, 142, 213], attesting to the

viability of this materials platform.
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However, qubits in Si suffer from the degeneracy of low-energy features in the conduction

band, known as valleys. Although the sixfold valley degeneracy of bulk silicon is lifted by

tensile strain in the quantum well, a nearly degenerate excited valley state remains accessible

to electrons in quantum dots [231]. The energy splitting between these low-lying valley states,

Ev, can range widely from 20 to 300 µeV [19, 22, 60, 79, 128, 129, 139, 143, 163, 171, 225],

even for devices fabricated on the same chip [33, 145]. When the valley splitting is too low,

the excited state provides a leakage path outside the logical space of the spins, posing a

significant threat for qubit operations [231]. To date, it has not been possible to engineer

devices with reliably high valley splittings.

In conventional SiGe/Si/SiGe heterostructures, the valley splitting is determined by the

quantum well confinement potential. Accordingly, the variability of Ev is attributed to the

variability of the interfaces. Such behavior has been well studied theoretically, using tight-

binding [1, 26, 51, 57, 58, 92–95] and effective-mass methods [35, 63, 68, 69, 81, 157, 183].

Studies have focused on heterostructure parameters such as the width of the interface [33]

or quantum well [26, 63]. Additional variability is caused by imperfections and disorder.

Tilted interfaces and single-atom steps, in particular, have been studied extensively [20,

42, 51, 64, 65, 68, 69, 72, 81, 82, 92, 183]. Experimental work has validated some of

these predictions. For example in Si metal-oxide-semiconductor (Si-MOS) stacks, where the

semiconductor-dielectric interface is characteristically sharp, interface roughness has been

shown to correlate with the valley splitting [69].

An additional type of disorder is present in heterostructures containing SiGe alloy. In

this case, the crystal lattice sites are filled randomly with Si or Ge atoms, as determined by

the average concentration profile. For Si/SiGe heterostructures, it has recently been shown

that such uncorrelated, random alloy disorder can have a dominant effect on the intervalley

coupling ∆ [145]. Specifically, ∆ can be decomposed into two components: (1) an average,

‘deterministic’ component ∆0, which is largely uniform across a sample, and (2) a random

component δ∆, which varies significantly by location. Here, ∆0 is determined by the smooth
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quantum well confinement potential, while δ∆ arises from local Ge fluctuations caused by

alloy disorder. Since Ev = 2|∆|, large variations in δ∆ lead to large variations in Ev, as

verified experimentally in quantum dots [124, 145].

In this paper, we show that sharp features in the heterostructure profile, like a sharp

interface, can enhance the valley splitting, while random alloy disorder strongly suppresses

this effect. The crossover between these two types of behavior occurs in a regime where het-

erostructure features are abrupt and difficult to achieve in the laboratory. Deterministically

enhanced valley splittings are therefore difficult to achieve by sharp interfaces alone.

To better understand this crossover, we consider several ‘conventional’ heterostructures,

where we characterize competing effects like sharp interfaces vs. interface steps. We find

that steps can be detrimental to valley splitting; however they have essentially no effect for

interface widths of three or more atomic monolayers. In the randomly dominated regime,

we show that when the electron is exposed to more Ge, it experiences a larger average valley

splitting and a larger variability.

We also characterize unconventional geometries like the Wiggle Well, which yields the

greatest improvements to the valley splitting, but is challenging to grow in the laboratory.

We compare this to an alternative geometry, with uniform Ge in the quantum well, where

the mean and standard deviation of the valley splitting are both enhanced. We argue that

such structures provide a more reliable approach for improving qubits, if they can be elec-

trostatically tuned to locations with desirable valley splittings. We finally argue that both

of these approaches are superior to sharp interfaces, and show they are optimal in certain

operating regimes.

The paper is organized as follows. In Sec. 5.2, we study the dominant sources of Ev

variation and how they interact, and we explain these behaviors in the context of a universal

theory of valley splitting. Expanding on ideas first presented in Refs. [145] and [124], we show

that valley splitting depends fundamentally on the strength of the quantum well confinement

potential at the special reciprocal-space wavevector 2k0 (we refer to this as ‘2k0 theory’),
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Figure 5.1: Confirmation of the universal 2k0 theory of valley splitting. (a)-(e) Schematic
illustrations of several of the Si/SiGe heterostructures considered in this work: (a) a quantum
well with a sharp interface and no interface steps (blue), or with one interface step (orange);
(b) a quantum well with a uniform concentration of Ge; (c) a narrow quantum well; (d) a
quantum well with a single-monolayer spike of Ge; (e) a Wiggle Well. (f) Valley-splitting
correlation plot for the structures shown in (a)-(e), with the same color coding used in those
panels. On one axis, we plot tight-binding (TB) results for the valley splitting, ETB

v . On
the other axis, we plot the universal 2k0 prediction, based on effective-mass (EM) theory,
EEM
v , as defined in Eqs. (5.8) and (5.9), where Ev = 2|∆|. (See main text for simulation

details.) For each different heterostructure, we generate 100 instances of alloy disorder for
a given, average Ge concentration profile, as described in the main text, using the same
disorder profiles for both the TB and EM simulations. All results fall onto a universal curve,
demonstrating the validity of the 2k0 theory.

which is the distance between the two z valleys in the first Brillouin zone. We go on to show

that deterministic and random-alloy effects can both contribute to this 2k0 wavevector.

Interface width, atomic steps, alloy disorder, and other features can therefore be studied

and compared within a single analytic framework, providing intuition as well as quantitative

predictions.

In Sec. 5.3, we outline the theoretical methods employed here, including tight-binding

models and effective-mass theory. We investigate the effects of alloy disorder on the valley

splitting in dots formed in SiGe/Si/SiGe quantum wells. This disorder leads to large Ev

variations, which we show depend on the amount of Ge the wavefunction is exposed to. Such

variations also increase the mean value of the valley splitting, and they significantly reduce

the fraction of dots with low valley splittings. Here, we make a crucial distinction between
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quantum wells in which all quantum dots (except a vanishingly small subset) have valley

splittings that are large enough for qubit applications, and dots with a wide distribution of

valley splittings, extending all the way to zero energy. We refer to the former category as

‘deterministically enhanced’ and the latter as ‘randomly dominated.’ By simulating many

random instances of alloy disorder, we show that there is a sharp transition between these

two types of behavior. We also obtain an analytical expression for the crossover, using the

statistical properties of random alloys. We then show that nearly all recent experiments are

of the randomly dominated type, with important implications for scaling up to large numbers

of qubits. We further show that when physical limitations, such as growth constraints, do

not permit the formation of heterostructures with very sharp features (on the order of 1-2

atomic layers), the resulting devices fall into the randomly dominated category. For such

structures, it is generally more effective to increase the average valley splitting by increasing

the wavefunction exposure to Ge.

In Sec. 5.4, we use our theoretical toolbox to examine conventional Si/SiGe heterostruc-

tures. We study the interactions between alloy disorder and interface steps in conventional

Si/SiGe heterostructures as a function of the interface width [Fig. 5.1(a)]. For devices with

sharp interfaces, steps are found to strongly suppress the valley splitting, as is well known.

However, for devices with wider interfaces, the steps are found to have little or no effect on

the valley splitting. In this regime, the valley splitting depends mainly on the local alloy

disorder, and we show that this disorder leads to large Ev variations as a function of dot

position.

In Sec. 5.5, we consider unconventional heterostructures proposed to boost the valley

splitting [Figs. 5.1(b)-5.1(e)], by adding Ge to the interior or the boundary of the quantum

well. These include Ge-rich barrier layers [139], and other more-complicated superlattice

barrier structures [202, 227], single-atom spikes of Ge inside the quantum well [125], narrow

quantum wells [26, 33, 63], and oscillating Ge concentrations with specially chosen oscillation

wavelengths (e.g., the ‘Wiggle Well’ [59, 124]). We analyze these designs and characterize



57

their deterministic and random-alloy contributions to valley splitting, which allows us to

compare ideal performance to actual operation.

To close this section, we apply optimization procedures to determine Ge concentration

profiles that maximize the valley splitting, using two different optimization strategies. First,

we maximize the deterministic valley splitting Ev0 = 2|∆0|, without including alloy disor-

der. This approach yields heterostructures with concentration oscillations very similar to

the short-period Wiggle Well, confirming the optimality of that structure. In the second

approach, we maximize the standard deviation σ∆, which can be shown to maximize the

average valley splitting in the randomly dominated regime. This approach yields smooth Ge

concentration profiles centered in the middle of the quantum well.

In Sec. 5.6, we summarize our main results, and finally in Sec. 5.7, we describe the best

forward-looking strategies for enhancing the valley splitting, which can be used to guide

future experiments in Si/SiGe heterostructures. Here we argue that the Wiggle Well is the

preferred approach, in the deterministically enhanced regime. In the randomly dominated

regime, we argue that the best approach is to introduce uniform Ge into the quantum well

and then electrostatically tune the dot position, to find a location where the valley splitting

is suitable.
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Figure 5.2 (previous page): Effective-mass analysis of the effects of alloy disorder for quantum
wells with (a)-(c) wide interfaces, or (d)-(f) super-sharp interfaces. (a), (d) Typical Ge
concentration profiles along the growth direction (ẑ). The local Ge concentration is also
shown as a color scale. Here, the average Si concentration profiles are given by sigmoid
functions [Eq. (5.21)], with quantum well and substrate concentrations given by Xw = 1
and Xs = 0.7, respectively, and interface widths given by λint = 10 ML for (a) or λint =
1 ML for (d), where ML stands for atomic monolayers, corresponding to the length a0/4.
Small fluctuations in Ge concentration occur from location to location due to alloy disorder
and the finite size of the quantum dot. We also show here the envelope functions ψenv(z)
(solid green curves), used to calculate the intervalley matrix element ∆ [Eq. (5.8)], obtained
by solving a 1D Schrödinger equation for the quantum well confinement potential Uqw(z)
[Eq. (5.3)]. (b), (e) Individual terms in the the δ∆ sum [Eq. (5.11)], plotted as a function of
the vertical position zl. The corresponding complex phases, φ = −2k0zl, are indicated as a
color scale. (c), (f) Discrete Fourier transform Ũqw(kz) of the weighted confinement potential
Ũqw(zl) = Uqw(zl)|ψenv(zl)|2 appearing in Eq. (5.8), for the quantum wells shown in (a) and
(d). The 2k0 wavevector component of Ũqw (gray dashed line) couples valleys within the
first Brillouin zone, causing valley splitting. (g) Such ∆ calculations are repeated for 1,000
different disorder realizations, for the same two interfaces (wide vs. sharp), obtaining the
purple and gold distributions, which are plotted here on the complex plane. The highlighted
points (purple diamond, gold star) correspond to the specific results shown in (a)-(f). The
central black points correspond to the deterministic centers of the distributions, ∆0. For
wide interfaces (purple), we observe that the ∆ distributions are broader and centered much
closer to the origin. In these cases, the standard deviation of the distribution, σ∆, is much
larger than the mean value, ∆0, while the opposite is true for sharp interfaces (gold). (h)
Effective-mass valley splittings (EEM

v = 2|∆|) are obtained from (g) and plotted against 1D
tight-binding calculations (ETB

v ), using the same disorder realizations. The collapse of the
data onto a line of slope 1 indicates nearly perfect correlations between the two methods.
(i) Histogram plot of the tight-binding results shown in (h). Solid lines show the computed
Rice distributions [Eq. (5.14)].

5.2 A universal picture of valley splitting

A primary result of this paper is the unified understanding of how all key features in a het-

erostructure, from deterministic to random, work together to determine the valley splitting

in Si/SiGe devices. In this section, we present an intuitive outline of the physics, with the

details left to later sections.

In Si/SiGe quantum wells, the degenerate ±z valleys are separated in the first Brillouin

zone by the wavevector 2k0, as indicated schematically in the inset of Fig. 5.2(c). The

degeneracy of the valley states is lifted in a process known as ‘valley splitting,’ which occurs
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when the quantum well confinement potential, determined by the Ge concentration profile,

has Fourier components at this special wavevector. More precisely, effective-mass theory

states that the valley splitting energy Ev is proportional to the Fourier transform of the

quantum well potential, weighted by the dot probability density |ψ(r)|2, evaluated at the

wavevector 2k0. We call this the ‘2k0 theory.’

This simple description of valley splitting has wide-ranging explanatory power, which is

both qualitative and quantitative. For example, it is the basis for the short-period Wiggle

Well [59, 124], which exploits heterostructures where the 2k0 wavevector is intentionally

engineered into the quantum well. It further explains how other engineered sharp features

in the confinement potential, such as sharp interfaces or Ge spikes, can enhance Ev. In the

latter case, sharp features in real space produce broad Fourier spectra in k space, including

components at the wavevector 2k0. The 2k0 theory also explains the random effects of

alloy disorder. Here, since the heterostructure is composed of individual atoms, there will

be fluctuations of the Ge concentration from layer to layer inside a finite-size dot. These

random fluctuations alter the confinement potential slightly at each layer, creating a small

random Fourier component at wavevector 2k0. Despite being small, we show in this work

that such fluctuations accurately predict the wide range of valley splittings observed in recent

experiments.

Finally, the 2k0 theory also explains the reduction of valley splitting due to interface steps.

When steps are present, the z confinement potential naturally varies in different portions

of the dot. Averaging over the plane of the quantum well, the step effectively causes the

dot to experience a wider interface. The Fourier component of this broadened confinement

potential at wavevector 2k0 is correspondingly reduced.

To demonstrate the universal nature of the 2k0 theory, in Fig. 5.1(f) we show simulation

results for several types of engineered heterostructures, including conventional heterostruc-

tures with sharp interfaces, heterostructures with Ge spikes, narrow quantum wells, and

heterostructures with additional, uniform Ge concentration added to the well. We also in-
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clude the effects of disorder in the form of interface steps and random alloys. (Details of

the specific geometries and simulations are presented in later Sections.) For each geome-

try, we perform 100 simulations with different realizations of random alloy, using disorder

models that are consistent with atomic-scale characterization based on atom probe tomog-

raphy [54, 145]. For each simulation, we compute the valley splitting using the 2k0 theory

(the effective-mass approximation, EEM
v ). Then, using the same disorder profiles, we also

compute the valley splitting using a two-band tight-binding model, ETB
v , described below.

The results show nearly perfect correlations, with all data points falling onto a universal

curve. This demonstrates that the same physics governs valley splitting in deterministic vs.

random structures, and it validates the 2k0 theory.

5.3 Modeling the quantum dot

In this section, we describe the various theoretical approaches used in this work. Our main

tools are effective-mass theory [63, 65, 70] and tight-binding theory, including the two-band

model of Boykin et al. [27] and the NEMO-3D 20-band sp3d5s∗ model [93, 94]. Effective-mass

theory provides an intuitive understanding of valley splitting behavior in many problems of

interest. Although the approach can be applied to more complicated problems [69], analyt-

ical applications are most effective for systems than can be reduced, approximately, to one

dimension (1D). As we shall see, this includes many problems involving alloy disorder. In

this work, we use effective-mass theory to clarify and characterize the distinct types of be-

havior associated with deterministic vs. randomly dominated valley splitting. For geometries

that are intrinsically higher-dimensional, such as those involving atomic steps, tight-binding

approaches are more effective. NEMO-3D is a sophisticated tool that provides quantitatively

accurate results, over a wide energy range, and makes it possible to include atomistic details

and strain. However, NEMO-3D is computationally expensive compared to effective-mass

and two-band tight-binding theories. We show here that most valley-splitting physics is
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well described by simplified models, and that many problems of interest can be reduced to

lower-dimensional systems that are more amenable to simple approaches. We now outline

the details of these different methods.

5.3.1 NEMO-3D

The most rigorous model we use to simulate Si/SiGe heterostructures is the 20-band spin-

resolved sp3d5s∗ nearest-neighbour tight-binding model, known as NEMO-3D [93, 94]. Al-

though these simulations are computationally expensive, they are truly atomistic and, there-

fore, the most physically accurate.

To specify a model geometry, we first define the heterostructure concentration profile,

SiX̄lGe1−X̄l , in the (nominal) growth direction [001], where X̄l ∈ [0, 1] represents the Si

concentration averaged over the entire atomic layer, with layer index l. We also use the

notation Xl to refer to the Si concentration averaged over just the lateral extent of the dot

in layer l, as explained in Appendix D.1. Due to the finite size of the dot, Xl is therefore

a gaussian random variable fluctuating about its mean value, X̄l. (Note that we use the

notations Yl = 1−Xl and Ȳl = 1− X̄l interchangeably, as convenient.) In NEMO-3D, each

atom in the lattice must be assigned as Si or Ge. In systems without interface steps, we

therefore assign Si atoms in layer l with probability X̄l. In systems with interface steps, this

probability also depends on the lateral position of the step (xstep) as

X̄l(x, y) = X̄lΘ(x ≤ xstep) + X̄l+1Θ(x > xstep), (5.1)

where Θ is the Heaviside step function, and we take the concentration profiles to be identical

on either side of the step, except for the single-atom shift, l → l + 1. Here, and throughout

this work, we use lower-case (x, y) notation to refer to spatial positions and upper-case (X, Y )

notation to refer to (Si,Ge) concentrations. Note that atoms in our NEMO-3D simulations

are actually located on diamond lattice sites, although we often specify their positions in
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continuum notation r = (x, y, z), for brevity. Also note that we assume the step position

in Eq. (5.1) is independent of y, as consistent with a linear step oriented along [010]. This

choice is made for convenience, although more nontrivial geometries may also be considered.

In this way, we generate realistic 3D lattice geometries consistent with the desired, average

heterostructure concentration profile. Repeating this procedure over and over yields disorder

realizations that correctly reproduce the statistics of a random alloy.

Several other contributions to on-site energy terms are included in the simulation model.

Local bond lengths are incorporated using a strain optimization procedure in a valence-force-

field Keating model. A simple, separable lateral confinement potential is used to describe

the dot, taking the parabolic form

Uconf(x, y) = 1
2mtω

2
orb

[
(x− xc)2 + (y − yc)2

]
, (5.2)

where mt ≈ 0.19me is the transverse effective mass, me is the bare mass of the electron,

~ωorb is the orbital excitation energy, and (xc, yc) is the center of the dot. This simple model

is chosen for convenience, but is unlikely to affect the qualitative features of our results. We

also include a uniform vertical electric field, with the corresponding potential energy eEzz.

Simulations proceed by computing the energy eigenstates and eigenvalues for a given

simulation geometry. The valley splitting is obtained as the energy difference between the two

lowest valley states. The simulation procedure is then repeated many times, with different

realizations of alloy disorder, to build up a distribution of results.

5.3.2 Modeling the quantum well potential

While NEMO-3D allows us to perform accurate, atomistic simulations of quantum dots, it is

computationally expensive, making it challenging to accumulate large statistical distributions

for characterizing random-alloy disorder. Numerical methods also do not provide the same

theoretical guidance as analytical theories. To overcome these problems, we also make use of
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Figure 5.3: Cellular models of alloy disorder in one, two, and three dimensions. High-Ge
concentration regions (∼ 30%) are indicated by blue, while low-Ge concentration regions
are indicated by red. (a) Schematic illustration of a Si/SiGe quantum well with diffused
top and bottom interfaces. The quantum dot is located in the Si quantum well below the
dark-shaded region on the top of the illustration. (b) The heterostructure is divided into
rectangular 3D cells containing one or more atoms. The illustration shows two layers of cells
in the high-Ge (upper) and low-Ge (lower) regions, with color intensities proportional to
the wavefunction probability. (c) Effective 2D cell geometry obtained by taking a weighted
average of the Ge concentration of the 3D cell geometry along the y axis, as explained in
Appendix D.1. The 2D cell dimensions ∆x and ∆z are indicated, and the corresponding
concentration fluctuations are evident. For the minimal tight-binding models used in this
work, we choose ∆z = a0/4 and ∆x = a0/2, where a0 is the width of the conventional cubic
unit cell. (d) We further obtain an effective 1D cell geometry by taking weighted averages
along x̂.

minimal tight-binding and effective-mass models. In Appendix D.2, we show that all three

approaches yield consistent results. However to facilitate comparisons, we need to define

a mapping between the atomistic model used in NEMO-3D, and the other model schemes.

This can be done for one, two, or three-dimensional models, although we will focus on 1D

and 2D geometries here, taking advantage of their computational efficiency.

The mapping between simulation models uses coarse graining. We first define the notion

of ‘cells,’ which may include one or more atoms. Cells may be defined in one, two, or three

dimensions. Cells may also have different sizes; however to correctly describe valley splitting

in the tight-binding theory, we require a vertical cell height of one atom [27], ∆z = a0/4,

where a0 = 0.543 nm is the width of the conventional cubic unit cell. Within a given cell,
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we employ the virtual-crystal approximation, for which the cell as a whole takes the average

properties of the atoms contained within. For a cell located at rcell, the potential energy

describing the heterostructure is given by

Uqw(rcell) = ∆Ec
Xcell −Xs

Xw −Xs

, (5.3)

where Xcell = X(rcell) is the average Si concentration within the cell, Xs is the average

Si concentration deep in the SiGe substrate or barrier region, and Xw is the average Si

concentration in the center of the quantum well. The conduction-band offset ∆Ec describes

the potential energy difference between the barrier region and the quantum well region. For

simplicity, we assume the barrier is fully strain-relaxed, and that the strain state of the

quantum well is reflected in ∆Ec [164]. Following [145], we model the band offset as

∆Ec = (Xw −Xs)
[

Xw

1−Xs

∆ESi
∆2(Xs)−

1−Xw

Xs

∆EGe
∆2(Xs)

]
, (5.4)

where the functions ∆ESi(Ge)
∆2

(X) correspond to the ∆2 conduction band offsets for strained

Si (Ge) grown on an unstrained SiXGe1−X substrate, making use of the following linear

approximations, which are approximately valid over the concentration range of interest [164]:

∆ESi
∆2(X) ≈ −0.502(1−X) (eV),

∆EGe
∆2(X) ≈ 0.743− 0.625(1−X) (eV).

(5.5)

For certain quantum well geometries, where the vertical confinement along z is much

stronger than the lateral confinement, it is a good approximation to treat the total confine-

ment potential as separable [7], such that Utotal(r) ≈ Uqw(z) + Uconf(x, y), with the wave-

function given by ψ(r) ≈ ψxy(x, y)ψz(z). When 3D alloy disorder is present, this separable

approach requires performing a 2D average over the lateral extent of the dot, in each plane

l. The vertical confinement potential is then given by Uqw(Xl), where the physics of the



66

valleys is contained in the vertical wavefunction ψz(zl). For 1D calculations, the lateral con-

finement potential and ground-state wavefunction |ψxy(x, y)|2 still play a role in computing

the average Si concentrations Xl, as described in Appendix D.1.

In systems with interface steps, the lateral and vertical wavefunctions are no longer

separable. However, if the step is straight and oriented along ŷ, we can write ψ(r) ≈

ψxz(x, z)ψy(y). Assuming a confinement potential of form Uconf(y) = 1
2mtω

2
orb(y − yc)2, the

wavefunction ψy(y) is a gaussian, which we use to perform the averaging procedure along ŷ.

Defining the lateral cell index along x̂ as j, we then have Xcell = Xj,l. Here we adopt the

lateral cell dimension ∆x = a0/2. Although this particular choice is not required for ∆x, we

have found that it gives results consistent with other computational schemes, as described

in Appendix D.2. We also note that the averaging procedure described here converts the Si

diamond crystal lattice to an effective, rectangular cell structure.

The full averaging procedure is illustrated in Fig. 5.3. A typical Si/SiGe heterostructure

is shown in Fig. 5.3(a). Averaging is first performed within individual cells, as shown in

Fig. 5.3(b). Here, blue shading indicates dominantly Ge cells, red shading indicates domi-

nantly Si cells, intermediate shading indicates cells with mixed Si-Ge content, and the color

intensity indicates the wavefunction probability density, which is used in later steps to ob-

tain weighted averages of the Si-Ge concentrations. Cells with higher Ge concentrations

have higher potential energies, as per Eq. (5.3). The wavefunction probability distribution

is used to reduce the 3D cell geometry successively to 2D [Fig. 5.3(c)] or 1D [Fig. 5.3(d)]

geometries, following the procedure described in Appendix D.1. Figure 5.3 clarifies how the

random nature of the original SiGe lattice is transferred to the different cell geometries –

through the fractional Ge content. Although these local Ge concentration fluctuations are

small, they can ultimately have a strong effect on the valley splitting.

Finally we note that, while it is possible to generate a new atomic lattice for every dis-

order realization (in fact, this is necessary in NEMO-3D), such 3D procedures are inefficient

and unnecessary, since reduced-dimensional cell geometries may also be generated using the
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statistical properties of alloy disorder [145]. To do this, we assume the Si concentration in

each cell follows a binomial probability distribution with a known mean and variance, as

supported by an atomistic analysis of actual Si/SiGe heterostructures using atom probe to-

mography [145]. For a given cell, with a given dimensionality, the mean of the distribution is

given by the expected Si concentration in the cell X̄cell (for example, based on experimental

characterization), and the variance is derived from X̄cell and the probability density of the

quantum dot in the x-y plane. Unless otherwise specified, we use this statistical approach

to generate the 1D and 2D cell geometries for the minimal tight-binding and effective-mass

calculations described below. Full details of the method are described in Appendix D.1.

5.3.3 Minimal tight-binding model

In this work, we consider a two-band tight-binding model that accounts for physics at the

very bottom of the conduction band, including the location of the valley minima (±k0ẑ) and

the band curvature (i.e., the longitudinal effective mass). For a 1D model geometry oriented

along [001], these parameters are given by k0 = 0.82 (2π/a0) and ml = 0.916me. This

minimal band structure can be mapped onto a minimal 1D tight-binding model, containing

only nearest and next-nearest-neighbor hopping terms [27], given by t1 = 0.68 eV and t2 =

0.61 eV, respectively. For a 2D model geometry in the x-z plane, the valley minima are

located at k0± = (0,±k0). In this case, we use the same two hopping parameters along ẑ,

and we include a nearest-neighbor hopping term along x̂, t3 = −2.72 eV, which gives the

correct transverse effective mass for a cell of width ∆x = a0/2. We note that this minimal

model assumes a rectangular lattice geometry [159], with cells of size (∆x,∆z).

In addition to the off-diagonal hopping terms, our minimal model Hamiltonian also in-

cludes on-site potential terms Utotal(Xj,l), where (j, l) are the 1D-2D cell indices. For 2D

geometries, we are particularly interested in comparing the effects of interface steps, defined

in Eq. (5.1) and included in the Hamiltonian via Eq. (5.3), to alloy disorder, defined in

the coarse-grained cell potentials Uqw(Xj,l). As for NEMO-3D, the simulations are typically



68

repeated for many realizations of alloy disorder to obtain statistical distributions of results,

as described in Appendix D.1. When alloy disorder is not included in the simulations, we

simply replace the locally fluctuating Si concentration Xj,l by its average value X̄l.

5.3.4 Effective-mass theory

The effective-mass theory is similar to the minimal tight-binding theory in that it incorpo-

rates the physics of the bottom of the conduction band. The most important difference be-

tween the two approaches is that valley couplings do not arise naturally in the effective-mass

theory, and must be included perturbatively. The perturbation theory is straightforward

however [63], and we summarize it here for completeness.

We consider as basis states the quantum dot wavefunctions formed of Bloch states local-

ized near the ±k0ẑ valleys in reciprocal space. For our purposes, it is a good approximation

to write the real-space expressions for these wavefunctions as

ψ±(r) ≈ e±ik0zψenv(r), (5.6)

where ψenv is the effective-mass envelope of the ground-state wavefunction in the total con-

finement potential Utotal(r). This approximation assumes weak valley-orbit coupling, so both

valley states have the same envelope function. Such perturbative treatment is appropriate

for many problems of interest. In the limit of large valley-orbit coupling, Eq. (5.6) should

be modified to account for the differing envelope functions in the ground and excited valley

states. However the simplicity of Eq. (5.6) provides considerable intuition, as discussed be-

low. We note that the exponential phase term oscillates rapidly in Eq. (5.6), over a length

scale of 2π/k0, while the confinement potential and envelope function vary slowly over this

same length scale.
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The intervalley-coupling matrix element is given by

∆ = 〈ψ−|Uqw|ψ+〉 =
∫
dr3e−2ik0zUqw(r)|ψenv(r)|2, (5.7)

and the valley splitting is given by Ev = 2|∆|. Because of the separation of length scales in

Eq. (5.7), we see that ∆ and Ev should approximately vanish in the limit of slowly varying

Uqw(r). A nonvanishing valley splitting therefore requires some type of sharp feature to

be present in the confinement potential. The conventional ‘sharp feature’ in many valley-

spitting proposals is an abrupt quantum well interface.

Although effective-mass equations are conventionally expressed in a continuum descrip-

tion, they may also be discretized; here, such an approach helps to make contact with the

tight-binding theories discussed in previous sections. We may consider 1D or 2D expressions

for the intervalley matrix element:

∆1D = a0

4
∑
l

e−2ik0zlUqw(zl)|ψenv(zl)|2, (5.8)

∆2D = a0

4
∑
l

e−2ik0zl
a0

2
∑
j

U2D
qw (xj, zl)|ψenv(xj, zl)|2, (5.9)

where (j, l) are cell indices corresponding to Xj,l in the tight binding theories, and we assume

proper normalization, given by ∑l(a0/4)|ψenv(zl)|2 = ∑
j,l(a2

0/8)|ψenv(xj, zl)|2 = 1.

A key, take-away message from Eq. (5.7) is that the valley splitting can be understood,

quite literally, as the 2k0 Fourier component (along kz) of the quantity Uqw(r)|ψenv(r)|2.

More simply, it is the 2k0 Fourier component of Uqw(r), weighted by the electron probability

at the location where the oscillations occur. This is a powerful statement that transcends

effective-mass theory. As we demonstrate in this work, such a universal description of valley

splitting is quantitatively accurate for all quantum well geometries studied here, including

interface steps, broadened interfaces, alloy disorder, Wiggle Wells, and other phenomena.
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5.3.5 Alloy-disorder analysis

In this section, we use effective-mass methods to characterize the deterministic vs. random

components of the valley splitting using an approach similar to Ref. [145], for effectively 1D

geometries. Figures 5.2(a) and 5.2(d) show typical concentration fluctuations in quantum

wells with wide or narrow interfaces, respectively. Below, we show that, even when Si

concentrations vary only slightly from their average values, as in these examples, such small

fluctuations can have an outsize effect on the valley splitting.

The intervalley coupling matrix element in Eq. (5.8) can be decomposed into its de-

terministic (∆0) and fluctuating (δ∆) components: ∆1D = ∆0 + δ∆. This assignment is

unambiguous when the Si concentration in layer l, defined as Xl = X̄l + δl, can be decom-

posed into its average (X̄l) and fluctuating (δl) contributions. The deterministic part of the

valley splitting, Ev0 = 2|∆0|, is determined by the average heterostructure profile, includ-

ing geometrical features like interface steps. It is computed by setting δl = 0 in all layers.

Substituting Eq. (5.3) into Eq. (5.8), we obtain

∆0 = a0

4
∆Ec

Xw −Xs

∑
l

e−2ik0zl(X̄l −Xs)|ψenv(zl)|2. (5.10)

The random component of the intervalley matrix element, δ∆, arises from the alloy

disorder, and is given by

δ∆ = a0

4
∆Ec

Xw −Xs

∑
l

e−2ik0zlδl|ψenv(zl)|2. (5.11)

Here, the fluctuations are contained within δl = Xl − X̄l, which describes the concentration

variations in layer l weighted by the dot probability. Since SiGe is a completely random

alloy, δl has a binomial probability distribution, given by

δl ∼
1
Neff

Binom(Neff, X̄l) (5.12)
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where Neff = 4πa2
dot/a

2
0 is the approximate number of atoms in a dot, in a given layer, and we

have assumed a circular quantum dot as defined in Eq. (5.2), with orbital excitation energy

~ωorb and characteristic size adot =
√
~/mtωorb. See Appendix D.1 for further details on the

derivation of Eq. (5.12)

The individual amplitudes δl|ψenv(zl)|2 contributing to the sum in Eq. (5.11) are plotted

in Figs. 5.2(b) and 5.2(e), for the same disorder realizations shown in Figs. 5.2(a) and

5.2(d). Here, the complex phase, −2k0zl, is also indicated by the color scale. In both

figures, we see that amplitudes are maximized when the wavefunction strongly overlaps with

Ge. For the wide-interface geometry in Fig. 5.2(b), we find that many layers contribute

significantly to the sum, while for the narrow interface shown in Fig. 5.2(e), only a few

layers contribute. The total intervalley coupling ∆ is therefore complex, with a large random

component determined by the details of the Ge distribution. Figure 5.2(g) shows the resulting

distribution of ∆ values in the complex plane, for many different realizations of the alloy

disorder, corresponding to the wide (purple) or narrow (gold) interfaces. The black dots

indicate the deterministic components ∆0, which are generally located at the center of the

distributions. For wide interfaces, we see that |∆0| can be much smaller than the standard

deviation of |∆|. For narrow interfaces, on the other hand, |∆0| can be large enough for

all ∆ results to be well separated from the origin. However, we note that the interface is

extremely sharp in this example, with an average width of just 1 atomic monolayer (ML).

This effective-mass description of alloy disorder agrees very well with tight-binding sim-

ulations. Figure 5.2(h) shows a correlation plot of effective-mass results EEM
v , obtained from

Eq. (5.8), vs. tight-binding results ETB
v , obtained for the same disorder realizations. The

correlations between these independent methods is nearly perfect for both the purple and

gold data sets in Fig. 5.2(h), emphasizing the accuracy of this analytic interpretation.



72

Figure 5.4: Universal crossover between deterministically and randomly dominated valley
splittings, in the presence of alloy disorder. 1D effective-mass simulations are performed, us-
ing sigmoidal Ge profiles, as a function of interface width λint (top axis). 500 simulations are
performed at each λint value, with 25-75 percentiles shown as vertical bars. The mean val-
ley splittings Ēv are shown as crossbars and corresponding standard deviations σ∆ (bottom
axis) are obtained from Eq. (5.13). The two energy axes are normalized by the deterministic
valley splitting Ev0, resulting in an asymptote of Ev/Ev0 = 1 in the low-σ∆ limit, a slope of
1 in the high-σ∆ limit, and a well-defined crossover between the two regimes at

√
πσ∆ = Ev0

(vertical dotted line). The red curve shows the theoretical estimate for Ēv, obtained from
the Rician distribution in Eq. (5.15), taking Ev0 and σ∆ as inputs from the effective-mass
simulations. The pink shaded region shows the corresponding 25-75 percentile range for the
Rician distribution, which closely matches the simulation results. For all results, we assume
dots with orbital splittings of ~ωorb = 2 meV, vertical electric fields of Ez = 5 mV/nm, and
well widths of W = 80 ML.
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5.3.6 Statistical properties of Ev

To characterize the statistical properties of ∆ in the presence of alloy disorder, we first

consider the case with no interface steps. From Eq. (5.11) we see that, since δ̄l = E[δl] = 0,

we must have E[∆] = ∆0. Following [145] to compute the variance of Eq. (5.11), we then

obtain

σ2
∆ = Var [∆] = Var [δ∆] = 1

π

[
a2

0∆Ec
8adot(Xw −Xs)

]2∑
l

|ψenv(zl)|4X̄l(1− X̄l), (5.13)

where σ∆ is the standard deviation of the ∆ distribution, and we have used the fact that

concentrations fluctuations in different layers are statistically independent.

If many atomic layers contribute to the sum in Eq. (5.8), then according to the central

limit theorem, we can approximate the intervalley coupling ∆ as a circular gaussian random

variable centered at ∆0, for which the variances of the real and imaginary parts of ∆ are both

(1/2)Var [∆]. This approximation should be accurate for quantum wells with wide interfaces.

For structures with very sharp interfaces, the sum in Eq. (5.8) may be dominated by just a

few layers, as in Fig. 5.2(e). In this case, the central limit theorem is less accurate, and ∆

may have a non-circular distribution. Nonetheless, the approximation provides reasonable

estimates, even in cases where it is not well justified, and we adopt it in all cases below.

The valley splitting Ev = 2|∆| is real. For a circular gaussian distribution of ∆ values,

the corresponding Ev probability distribution is Rician [5], defined as

fRice(z|ν, σ) = z

σ2 exp
(
−z

2 + ν2

2σ2

)
I0

(
zν

σ2

)
, (5.14)

where I0(y) is a modified Bessel function of the first kind. Here, the ‘center’ parameter is

given by ν = Ev0 = 2|∆0|, and the ‘width’ parameter is given by σ =
√

2σ∆. To illustrate

valley splitting distributions in different limiting regimes, the tight-binding results from

Fig. 5.2(h) are replotted in histogram form in Fig. 5.2(i). Here we also plot the corresponding
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Rician distributions, using the parameters Ev0 = 2|∆0| and σ∆ computed in Eqs. (5.10) and

(5.13). For quantum wells with wide interfaces (purple data), the predicted distributions

show excellent agreement with the simulations. For wells with narrow interfaces (gold data),

the Rician distribution is somewhat skewed, since the distribution of ∆ is no longer perfectly

circular, and the central limit theorem is less-well-satisfied. However, the Rician model still

provides a reasonable estimate of the results.

We may therefore use the known properties of the Rician distribution to characterize

the statistical properties of the valley splitting in the presence of disorder. The mean valley

splitting is thus given by

Ēv = σ
√
π/2L1/2(−ν2/2σ2), (5.15)

where L1/2(x) is a Laguerre polynomial [5]. In the randomly dominated regime, correspond-

ing to ν � σ (or |∆0| � σ∆), the Rice distribution reduces to a Rayleigh distribution with

∆ ≈ δ∆ and Ēv ≈
√
πσ∆(1 + E2

v0/8σ2
∆). Since Var[∆] = σ2

∆ is approximately proportional

to the average Ge in the quantum well, given by Yl in layer l, we see that the mean valley

splitting can be increased by simply exposing the wavefunction to more Ge. This is an

important result. In contrast, the deterministic correction to Ēv (the second term in the

Rayleigh expression) is proportional to (Ev0/σ∆)2, which has almost no effect on the valley

splitting. In the opposite limit, ν � σ (or |∆0| � σ∆), the mean valley splitting is simply

given by Ēv ≈ Ev0. This is the expected result in the deterministically enhanced regime.

We now examine the crossover between deterministic and randomly dominated behav-

iors. In Fig. 5.4, we plot the total valley splitting Ev, including both deterministic and

random contributions (normalized by the deterministic value, Ev0) as a function of the stan-

dard deviation,
√
πσ∆ (also normalized by Ev0). Results are obtained from effective-mass

calculations, including 500 realizations of alloy disorder. Here, the blue bars represent the

25-75 percentile range, and the crossbars indicate the mean value. The solid red line shows

the Rician estimate, and the pink shading represents the corresponding 25-75 percentiles of

the Rice distribution. The asymptotic behaviors derived above are then shown as the dashed
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Figure 5.5: Effects of interface steps on the valley splitting for a super-sharp interface. (a)
A typical 2D cell geometry and corresponding 2D envelope function, obtained in a quantum
well with a single-atom step located at the center of the quantum dot confinement potential
along x̂. (b) ∆ distributions obtained from Eq. (5.9), plotted on the complex plane, for 500
random-alloy realizations of the geometry shown in (a) (orange). We adopt the sigmoidal
model of Eq. (5.21) for the quantum well Ge profile, with Xs = 0.7 and Xw = 1, and an
interface width of λint = 4τ = 1 ML. The 2D envelope function is recomputed for each
simulation, taking into account the concentration fluctuations, and we assume a vertical
electric field of Ez = 5 mV/nm and an isotropic harmonic confinement potential of strength
~ωorb = 2 meV. Blue points show results for the same geometry, but in the absence of steps.
The central black points correspond to ∆0 for each distribution. For such sharp interfaces,
the presence of a step suppresses the average valley splitting by a factor of 3-4, although
it has little effect on the standard deviation of the distribution. It is interesting to note
that, despite being strongly suppressed, the valley splitting remains in the deterministically
enhanced regime, even in the presence of a step, for the case of a super-sharp interface. (c)
Correlation plot of the effective-mass valley splitting results, EEM

v = 2|∆|, taken from (b), vs.
2D tight-binding results obtained for the same 2D cell geometries and disorder realizations,
demonstrating nearly perfect agreement. The results show that the 2k0 theory of valley
splitting also holds for step disorder.

gray line (randomly dominated regime) and the constant value Ev/Ev0 = 1 (deterministically

enhanced regime). We can identify the crossover between these two regimes as

Ev0 ≈
√
πσ∆. (5.16)

In practice, the crossover appears abrupt, with the deterministic valley splitting quickly

becoming overwhelmed by disorder as the wavefunction is exposed to more Ge.
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5.3.7 Device failure analysis

For qubit applications, a key outcome of our analysis is that valley splitting distributions

exhibit qualitatively different behaviors, depending on whether they fall into the determinis-

tically enhanced vs. disorder-dominated regimes. In general, robust qubit operations require

valley splittings that are reliably large, so that excited valley states do not compete with

spins as qubits, and do not interfere with spin-qubit dynamics. To form large and uniform

arrays of qubits, we must therefore ensure that all quantum dots have valley splittings above

a specified threshold energy value, Emin
v . Throughout this work, we adopt the threshold

value of Emin
v = 100 µeV, which corresponds to 1.2 K, or about 10× the typical electron

temperature in a dilution refrigerator.

We may then ask the question, what fraction of dots fail according to this criterion? For

the Rice distribution, this fraction is given by

Pfail =
∫ Emin

v

0
dE fRice(E | Ev0,

√
2σ∆). (5.17)

In the disorder-dominated regime (σ∆ � Ev0), we find that

Pfail ≈ 1− exp
(
−Emin

v
2
/4σ2

∆

)
(disordered). (5.18)

If we further assume that Emin
v > σ∆, as is often true for wide-interface heterostructures,

we find Pfail ∼ O(1). On the other hand, if we assume that Emin
v . σ∆, as found in some

high-disorder heterostructures, we obtain the power law behavior

Pfail ≈
(
Emin
v /2σ∆

)2
(disordered). (5.19)

In either case, the failure rate is found to be unacceptably high. In the deterministically
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enhanced regime (σ∆ � Ev0), on the other hand, the failure rate is exponentially suppressed:

Pfail ∝ exp
(
−E2

v0/4σ2
∆

)
(deterministic). (5.20)

In this case, it is possible that no qubits have unacceptably low valley splittings, even in

large arrays. Taking an example: for a dot with the same parameters as Fig. 5.2, and a

1 ML interface width, we obtain Ev0 ≈ 386 µeV, σ∆ ≈ 12 µeV, and Pfail ≈ 10−61, which is

extremely small. However, Pfail also increases extremely quickly with interface width. For

example, for a 2 ML interface with all other parameters unchanged, we obtain Ev0 ≈ 79 µeV,

σ∆ ≈ 14 µeV, and Pfail ≈ 0.82. So even though 2 ML interfaces fall into the deterministically

enhanced regime (Ev0 & σ∆), since Ev0 < Emin
v , Pfail can still be large. In recent experiments

where quantum wells were found to have sigmoidal interfaces of width λint = 0.8 nm [145],

the measured 100 µeV failure rate was found to be ∼ 50%. For the Ez and ~ωorb values

reported in that work, we predict a similar value of 62%, while for the Ez = 5 mV/nm,

~ωorb = 2 meV parameters used elsewhere in this work, we predict Pfail = 99%. Finally

we note that valley splitting distributions are not perfectly Rician when interfaces are very

narrow, so the estimates given above are rough. However, these results highlight the fact

that Ev can be consistently large in the deterministically enhanced regime, although this

requires extremely sharp heterostructure features.

5.3.8 Interface steps

Si/SiGe heterostructures are grown on surfaces that may be intentionally miscut away from

the [001] crystallographic axis, resulting in single-atom steps at all device interfaces. Steps

may also arise as a consequence of strain or other natural fluctuations, which are very difficult

to control at the single-atom level. Such steps are known to significantly effect the valley

splitting, and are therefore very well-studied [51, 57, 64, 81, 82, 92, 183, 184]. Reductions

in Ev of up to 75% for a single step have been reported theoretically, depending on the
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particular step geometry, location, and other dot parameters.

The effective-mass description of valley splitting, developed in preceding sections, also

applies to devices with steps. In this case, we use the 2D intervalley matrix element, Eq. (5.9).

This requires first calculating the 2D envelope function ψ(x, z), which we do by solving a

discretized Schrödinger equation on a grid of cells, in the absence of valleys, while including

alloy disorder. Figure 5.5(a) shows a typical envelope solution for the case where a step is

located at the center of the quantum dot confinement potential. In Fig. 5.5(b), we show

the complex ∆ distributions obtained for cases with (orange) and without (blue) single-

atom steps, again located at the center of the quantum dot confinement potential. In each

case, the effective-mass results are obtained for 500 different disorder realizations. As we

might expect, the step significantly reduces the central value of the distribution, |∆0|, in

this case, by a factor of 3-4. This particular geometry, with the step centered on the dot,

is found to be a worst-case scenario for suppressing the valley splitting, although we do not

consider other step geometries here. It is interesting to note however that the variances of

the two distributions in Fig. 5.5(a) are nearly identical. This can be understood from the

fact that the variance in Eq. (5.13) depends on quantities that vary slowly in space, such as

ψenv(r) and X̄l. In other words, the statistical properties of the valley splitting depend on

the local Ge concentration, and are not particularly sensitive to the presence of steps. It is

also interesting to note that the valley splitting remains in the deterministically enhanced

regime, |∆0| & σ∆, even in the presence of a step, when the interface is very sharp. Below,

we will show that this is no longer true for wider interfaces.

Figure 5.5(c) shows a correlation plot comparing effective-mass and tight-binding results

for cell geometries and confinement parameters identical to those used in Fig. 5.5(b). Similar

to Fig. 5.2(h), we observe nearly perfect correlations, including cases with and without a step.

This demonstrates that the universal 2k0 theory of valley splitting also captures the effects

of interface steps. In the following section, we explore the interplay between steps and alloy

disorder more thoroughly.
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5.4 Conventional Si/SiGe heterostructures

In this section, we use the theoretical tools developed above to analyze conventional Si/SiGe

heterostructures. First, we more thoroughly explore the interplay between alloy disorder,

interface width, and interface steps. In particular, we show that for devices with realistically

broadened interfaces, step disorder is less important than alloy disorder. We then show how

alloy disorder and step disorder impact the variability of valley splitting across a device.

Finally, we use theoretical and numerical approaches to study how the specific profile of an

interface affects its valley splitting.

5.4.1 Interplay between interface steps and interface width
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Figure 5.6 (previous page): Interplay between interface step disorder and random alloy dis-
order. (a), (b) Schematic illustrations of 2D tight-binding models for quantum wells with
(a) sharp interfaces, or (b) wider interfaces, in the presence of a single-atom step through
the center of the device. Here interfaces are modelled as sigmoid functions [Eq. (5.21)] with
a characteristic width of λint, as indicated by dotted lines in the insets. Quantum dots are
modelled as in Eq. (5.3), with orbital energy splittings of ~ωorb = 2 meV, and a vertical
electric field of Ez = 5 mV/nm. (c) Valley-splitting results are shown for the case of no steps
at the interface (blue), or a single-atom step going through the center of the quantum dot
(orange), as a function of the interface width. Circular markers show the mean values for
1,000 different alloy-disorder realizations, while error bars show the 25-75 percentile range.
Inset: filled circles shown the same mean values plotted in the main panel. Open circles show
the results of similar simulations, performed without alloy disorder. (d)-(f) Valley splittings
as a function of dot position, in quantum wells with alloy disorder and a single-atom step
at the quantum well interface, located at x = 0. The only difference between the three
maps is the interface thickness, as indicated at the top of each panel. (g)-(i) Valley splitting
results as a function of dot position, as the dot is moved across a step located at x = 0.
Here, interface widths are the same as in (d)-(f), but the simulations are repeated for 200
realizations of alloy disorder, with circular markers showing the mean values, and error bars
showing the 25-75 percentiles. Blue data: the same interface/step geometries as (d)-(f), with
no additional Ge in the quantum well. Orange data: the same interface/step geometries as
(d)-(f), with an average uniform concentration of 5% Ge added to the quantum well. For
the orange data, we use Ge barrier concentrations of 35%, to maintain a 30% concentration
offset between the barriers and the quantum well. (All other simulations, without Ge in the
quantum well, use Ge barrier concentrations of 30%.)

Here we use the 2D minimal tight-binding model to explore the interplay between inter-

face steps and interface widths on the valley splitting. We choose a smooth quantum well

confinement potential defined in terms of sigmoid functions, as

X̄(z) = Xw + Xs −Xw

1 + exp[(z − zt)/τ ] + Xs −Xw

1 + exp[(zb − z)/τ ] , (5.21)

where we adopt the convention that z = 0 at the top surface of the sample, and z > 0

inside the sample, including in the quantum well. Here, zt and zb are the positions of the

top and bottom interfaces of the quantum well, with zb − zt = W , and the interface width

is given by λint = 4τ . In cases with narrow interfaces, we choose zt and zb to lie halfway

between atom sites. Steps may be included by inserting Eq. (5.21) into Eq. (5.1), with
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X̄l(x, y) = X̄(x, y, zl). Some typical narrow and wide-interface geometries are illustrated

schematically in Figs. 5.6(a) and 5.6(b). The quantum dots are confined laterally using

Eq. (5.2). Here and throughout this section, we choose the orbital excitation energy to be

~ωorb = 2 meV. To reduce the 3D cell geometry to 2D, we assume the step is oriented along

ŷ. As described in Sec. 5.3.2, we are then able consider a separable wavefunction, with

ψy(y) being the ground state of a harmonic oscillator along ŷ, also adopting a confinement

potential with ~ωorb = 2 meV. We finally take a weighted average of the Si concentration

fluctuations along ŷ for each element of the 2D cell, oriented in the x-z plane. Note that

the wavefunction ψy(y) is used only in the averaging procedure; the remainder of the 2D

simulation is performed using the tight-binding model.

Narrow interfaces

Although it is extremely difficult to grow ultra-sharp interfaces of width 1 ML, or λint =

0.14 nm, this limit is often considered in theoretical calculations. For example, in this limit,

the valley coupling can be treated as a δ-function in effective-mass theory [63, 81, 82, 183].

We therefore also begin by considering the ultra-sharp limit here, as illustrated in Fig. 5.6(a).

We further consider a 100×100 nm2 section of heterostructure in the x-y plane, with a linear

step running down the middle of the geometry. Si and Ge atoms are assigned to a 3D

cell geometry after determining the average concentration for each cell. We then raster the

center position of the dot across the x-y plane, apply the 3D-to-2D cell reduction procedure

described above at each location (eliminating the y coordinate), and compute the valley

splitting in the x-z plane using the tight-binding theory.

Figure 5.6(d) shows the resulting valley splitting as a function of dot position. Away

from the step, because of the sharpness of the interface, we find that Ev can be quite high,

typically on the order of 350 µeV or more. Near the step however, Ev is reduced by about

71%. Although there is some variability due to alloy disorder, the step is, without question,

the dominant feature in the data. This is consistent with the fact that the ultra-sharp
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interface falls within the deterministically enhanced valley-splitting regime. Indeed, using

effective-mass theory to solve the the same geometry, we find that Ev0 ≈ 386 µeV (away

from the step), while σ∆ ≈ 12 µeV, confirming that Ev0 � σ∆.

Wide interfaces

Theoretically, it is well known that Ev depends sensitively on the width of the interface and

decays quickly for wider interfaces [33]. Figures 5.6(e) and 5.6(f) show results for calculations

similar to the previous section, but with interface widths of λint = 1.36 nm or 10 ML in panel

(e), and 2.72 nm or 20 ML in panel (f). In contrast to Fig. 5.6(d), the step feature is no

longer visible in either of these maps, and the valley splitting variability is fully consistent

with alloy disorder. Indeed, for the 10 ML interface, we find that Ev0 ≈ 5× 10−5 µeV while
√
πσ∆ ≈ 64 µeV, indicating that this quantum well lies deep within the disordered regime:

Ev0 �
√
πσ∆.

We study the crossover between deterministic and disordered behavior in more detail in

Fig. 5.6(c). Here in the main panel, we plot the valley splitting as a function of interface width

for the case of no step (blue), and when the dot is centered at a step (orange). The markers

indicate the mean values obtained from 1,000 minimal-model tight-binding simulations, with

different disorder realizations, and the error bars show the 25-75 percentile ranges. For

comparison, NEMO-3D simulation results (× markers) are also shown for several interface

widths, averaged over 10 disorder realizations. The data show a distinctive minimum in

the valley splitting, which occurs at the interface width of 3 ML. The crossover between

deterministic and disordered behavior is abrupt, occurring at interface widths of 2-3 ML.

The crossover is observed more clearly in the inset, where the filled circles show the same

mean values as the main panel, while the open circles show Ev0 computed in the virtual

crystal approximation, where the Ge concentration in a given layer is given by Ȳl. The

abrupt divergence of the two data sets between 2-3 ML confirms the crossover location,

and clearly demonstrates that alloy disorder has essentially no effect in the deterministically
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enhanced regime.

The valley splitting behavior on either side of the crossover is also distinctive. For narrow

interfaces, Ev is initially large, dropping precipitously with interface width. As in Fig. 5.5,

the step is seen to significantly reduce the valley splitting in both the two-band and NEMO-

3D simulations. In the wide-interface regime, the valley splitting is seen to increase with

interface width, while the error bars also grow. These effects can both be attributed to the

increasing exposure to Ge. In this regime, we further note that the difference in Ev for

stepped vs. non-stepped heterostructures essentially disappears.

Finally we note that the magnitude and details of the valley splitting depend on the

precise shape of the interface. We also explore the relationship between interface widths and

shapes in more detail in Sec. 5.4.3.

Effect of steps for very strong alloy disorder

In Fig. 5.6(c), the effects of alloy disorder were found to overwhelm step disorder for increas-

ing levels of Ge in the quantum well. It is possible to explore the effects of even larger Ge

concentrations by introducing Ge directly into the quantum well. In Figs. 5.6(g), 5.6(h),

and 5.6(i), we show results for geometries similar to Figs. 5.6(d), 5.6(e), and 5.6(f). Here

the blue data correspond to the same geometries as panels (d)-(f), with the same interface

widths. The orange data correspond to the same geometries, but with an (average) uniform

5% concentration of Ge added to the quantum wells. In both cases, the markers show the

mean valley-splitting values, averaged over 200 disorder realizations, and the error bars show

the corresponding 25-75 percentile ranges, as the dot is moved across a step located at x = 0.

For quantum wells with 5% Ge, the random component of the valley splitting is greatly en-

hanced, as revealed by the size of the error bars. For the narrow interfaces of Fig. 5.6(g),

the effect of the step is still (barely) visible for the quantum well with 5% Ge, although it

is much less prominent than in the quantum well without Ge. In Figs. 5.6(h) and 5.6(i),

the interface seems to have no effect on the valley splitting, while the random fluctuations
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Figure 5.7: Valley splitting (Ev) depends sensitively on the width (λint) and shape of the
interface, and requires alloy disorder to attain realistic results. (a) The deterministic valley
splitting Ev0 as a function of λint, obtained using the virtual crystal approximation to remove
alloy disorder. Results are shown for the three Ge concentration profiles illustrated as insets
in (b), with corresponding color coding. Dot markers: minimal tight-binding model. Open
circles: effective-mass model. Dashed and solid green lines correspond, respectively, to
a continuum variational calculation, Eq. (D.33), and the discretized version of the same
calculation. Inset: the same data plotted on a semilog scale. (b) Valley splittings computed
for the same geometries as (a), in the presence of alloy disorder. Dot markers: averaged
value of 1,000 minimal tight-binding simulations with different disorder realizations. Open
circles: averaged effective-mass model, Eq. (5.15). Insets: (i) linear interface of width λint,
(ii) same linear interface with smoothed corners (see main text), (iii) sigmoidal interface of
width 4τ = λint. All simulations here assume a vertical electric field of E = 5 mV/nm, a
wide 200 ML quantum well to ensure that the wavefunction only feels the top interface, and
a quantum well Ge concentration offset of ∆Y = 30%.

dominate. Importantly, we see that adding 5% Ge to the quantum well significantly increases

the average valley splitting in all cases. This enhancement represents one of the main results

of the present work, and we explore it in further detail in Sec. 5.5.1.

5.4.2 Valley splitting variability

One of the key feature of the valley splitting, apparent in the color maps of Figs. 5.6(d)-

5.6(f), is the variability of the valley splitting across a device. In the narrow-interface regime,

these variations are dominated by the presence of a step, while for wider interfaces, they are
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mainly caused by alloy disorder. In both cases, the variations have a characteristic length

scale arising from the self-averaging of the concentration fluctuations by the lateral extent of

the quantum dot. The characteristic length scale of the variations is therefore proportional

to the dot size, adot =
√
~/mtωorb, which is of order 10-20 nm for typical excitation energies

~ωorb ∼ 2 meV assumed here. We therefore expect to observe significant changes in the

valley splitting as the dot is moved over these length scales. Such tunability is of great

practical interest, and we study it in further detail in Sec. 5.5.1. The ranges of tunability

and variability of the valley splitting observed in recent experiments can be quantitatively

explained by taking into account the alloy disorder, as we show below.

5.4.3 Effect of interface shape

In Sec. 5.4.1, we compared 1 ML interfaces to wider interfaces, finding that the interface

shape significantly affects the valley splitting. Although it is not possible to study all possible

interface profiles, we consider three representative cases here, to gain intuition.

The first geometry we consider is the only one used in our simulations so far – the

sigmoidal quantum well, defined in Eq. (5.21). [See Fig. 5.7(b)iii. Note that the ultra-

sharp interfaces considered in Sec. 5.4.1 were also sigmoidal, with characteristic widths of

λint = 1 ML.] The second geometry we consider is the linearly graded interface [Fig. 5.7(b)i].

For this profile, in the ultra-sharp limit, the interface Ge concentration jumps from its

minimum value to its maximum value over a single cell width. Below, we also explore a range

of linear interfaces with smaller slopes. While such interfaces are more realistic than ultra-

sharp interfaces, they possess unphysically sharp corners that induce 2k0 components in the

Fourier spectrum of Uqw(z), which artificially enhances the valley splitting. To correct this

problem, we consider a third geometry [Fig. 5.7(b)ii], which is similar to the linear geometry,

but includes a slight rounding of the corners, obtained by averaging the Ge concentration

over three successive cell layers: Xl → X ′l = (Xl−1 +Xl +Xl+1)/3.
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Without alloy disorder

To provide a baseline for analyzing the three model geometries, we first consider the virtual

crystal approximation, which does not include alloy disorder (by definition). In the next

section, we solve the same geometries while including alloy disorder.

Figure 5.7(a) shows the results of valley-splitting simulations as a function of interface

width, in the absence of alloy disorder. We compare the three quantum well profiles, which

are color-coded to match the insets of Fig. 5.7(b). We also compare two different calculation

methods: the minimal tight-binding model (dots) and effective-mass theory of Eq. (5.8)

(open circles). In the latter case, the envelope function ψenv is computed numerically using a

Schrödinger equation. The excellent theoretical agreement again demonstrates the validity

of the effective-mass approach. For all three geometries, the valley splittings are found to be

larger for narrow interfaces, while quickly decreasing for wider interfaces.

Figure 5.7(a) also illustrates the strong dependence of Ev on the shape of the interface.

We note that perfectly linear Ge profiles (green data) yield valley splittings that are deter-

ministically enhanced, compared to the other two methods, due to the sharp corners. It

is interesting to note that even minimal smoothing of the sharp corners causes a signifi-

cant reduction of the valley splittings (blue data), compared to the sharp-corner geometry.

The more realistic sigmoidal geometry has even lower valley splitting over most of its range

(orange data).

The two linear geometries (blue and green) exhibit periodic oscillations, which can be

explained as sampling effects, or discreteness of the atoms at the interface. We may confirm

this hypothesis analytically as follows. The dashed green line in Fig. 5.7(a) shows the results

for a continuum-model variational approximation for Ev, which does not take into account

the discreteness of the atoms, and does not correctly reproduce the tight-binding oscillations

in Fig. 5.7(a). In contrast, a numerical, but discrete, solution of the same variational model

(solid green line), exhibits the same oscillations as the tight-binding results. Details of these

calculations are presented in Appendix D.5.
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Finally, to make contact with experiments, we consider a sigmoidal interface of width of

λint ≈ 0.8 nm, as consistent with recent atom probe tomography (APT) measurements [145].

The corresponding valley-splitting estimate, from Fig. 5.7(a), is given by Ev ≈ 0.1 µeV. This

predicted value is much smaller than the average measured value of Ēv ≈ 42 µeV, indicating

that random-alloy disorder is a key ingredient for understanding the experimental results.

A corollary to this statement is that the quantum wells studied in Ref. [145] fall into the

disorder-dominated regime, despite having interface widths below 1 nm.

With alloy disorder

Figure 5.7(b) shows the same type of valley-splitting results as Fig. 5.7(a), for the same

three quantum well geometries, but now including alloy disorder. Here the sigmoidal results

(orange) are the same as in Fig. 5.6(c), where we used the same quantum well geometry.

In Fig. 5.7(b), the dot markers show the average of 1,000 minimal tight-binding model

simulations, while open circles show effective-mass results from Eq. (5.15), where ∆0 is

taken from Fig. 5.7(a) and σ∆ is computed in Eq. (5.13). Here again we observe excellent

agreement between the two theoretical approaches.

Figures 5.7(a) and 5.7(b) are nearly identical in the deterministically enhanced regime

(very low interface widths). This is expected since alloy disorder plays a weak role in this

case. In the randomly dominated regime (λint & 0.4 nm), the mean valley splitting is

enhanced above its deterministic value, similar to results obtained in previous sections. In

particular, for the interface width λint = 0.8 nm, we obtain Ēv ≈ 42 µeV in the presence

of alloy disorder, which is more than two orders of magnitude higher than the disorder-free

result, and much more in line with experimental measurements [145].

While the valley splitting generally trends downward for large λint in Fig. 5.7(a), it is

interesting to note that the opposite is true in Fig. 5.7(b). This is due to the wavefunction

being exposed to higher Ge concentrations, and more disorder, for larger λint. The effect is

especially prominent for the sigmoidal Ge profile. We also observe that the deterministic



89

enhancement of the valley splitting, due to unphysically sharp corners, persists into the

large-λ regime. In this case, the valley splittings closely match those shown in Fig. 5.7(a),

when Ev0 ≈ Ēv. Finally, we note that it is possible to derive an analytical estimate for Ēv

in the randomly dominated regime using a variational calculation, as shown by the gray line

in Fig. 5.7(b) and explained in Appendix D.5.

5.5 Alternative heterostructures

Moving beyond conventional SiGe/Si/SiGe heterostructures, several alternative schemes

have been proposed to boost the valley splitting. In this section, we analyze the perfor-

mance of such proposals, focusing on the effects of alloy disorder. In Sec. 5.5.1, we consider

quantum wells containing a uniform concentration of Ge, as proposed in Ref. [145]. Here

we study the dependence of the valley splitting on Ge content and electric field, finding

that the extra Ge greatly enhances the valley splitting on average, but also increases the

variability. Taking this a step further, we explore how such variability allows for enhanced

tuning of the valley splitting in these structures. In Sec. 5.5.2, we study narrow quantum

wells and compare our simulation results to the experimental results of Ref. [33], obtaining

very good agreement. In Sec. 5.5.3, we explore the effects of a narrow Ge spike centered

inside a quantum well [125], focusing on how the spike width affects the valley splitting in

the presence of alloy disorder. In Sec. 5.5.4, we comment on the Wiggle Well heterostructure,

which contains intentional Ge concentration oscillations with a carefully chosen period [124].

Finally in Sec. 5.5.5, we develop a procedure for determining the optimal Ge profile for a

quantum well, to maximize Ev in either the deterministic or disorder-dominated regime.
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Figure 5.8: Valley splittings as a function of uniform Ge concentration Yw inside the quantum
well for three vertical electric fields: Ez = 0 (gray), 5 mV/nm (pink), and 10 mV/nm
(blue). Here, the dots indicate mean values, and error bars indicate the 25-75 percentile
range, for 1D minimal tight-binding simulations based on 1,000 different disorder realizations.
(Blue and gray dots are offset to the left and right, respectively, for clarity.) Dashed lines
show theoretical predictions from Eq. (5.23). The simulations assume a dot with an orbital
energy splitting of ~ωorb = 2 meV and are performed in a quantum well of width W =
80 ML, concentration offset ∆Y = 30%, and sigmoidal interface of width λint = 10 ML.
Top inset: schematic illustration of the quantum well simulation geometry. Bottom inset:
valley-splitting distribution results, corresponding to Yw = 5% and Ez = 5 mV/nm in the
main plot.

5.5.1 Uniform Ge in the quantum well

Valley-splitting distributions

In Ref. [145], it was proposed to add a uniform concentration of Ge to the quantum well to

significantly increase the random component of the intervalley coupling δ∆ and the average

valley splitting Ēv. The resulting valley splittings fall deep within the disorder-dominated

regime.

Figure 5.8 shows the results of minimal-model tight-binding simulations of the valley

splitting, as a function of the uniform Ge concentration Yw, for vertical electric fields Ez = 0

(gray), 5 mV/nm (pink), and 10 mV/nm (blue), in quantum wells of width W as defined in

the upper inset. Here we plot the average of 1,000 disorder realization (closed circles), and

the corresponding 25-75 percentiles (bars). We see that even a small amount of Ge produces
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a large enhancement of the valley splitting, as compared to a conventional, Ge-free quantum

well (Yw = 0).

We can approximate the scaling form for the mean valley splitting using Ēv ≈
√
πσ∆ in

the disorder-dominated regime, where σ∆ is given in Eq. (5.13), and we adopt a very simple

approximation for the envelope function:

ψenv(z) =


√

2/Lz sin (πz/Lz) , (0 ≤ z ≤ Lz),

0, (otherwise).
(5.22)

Approximating the sum in Eq. (5.13) as an integral, we obtain the useful scaling relation

Ēv ≈
√

3
32

a
3/2
0

adotL
1/2
z

|∆Ec|
Xw −Xs

√
Xw(1−Xw), (5.23)

where ∆Ec is determined by the quantum well concentration offset, taken to be ∆Y = 30%

in this section. For the case of no vertical electric field, Lz is given by the physical width

of the quantum well, W = zt − zb, as defined in Eq. (5.21). When the electric field is large

enough that the wavefunction does not feel the bottom of the well, the well can be treated

as a triangle potential. In this case, a variational calculation using Eq. (5.22) gives

Lz ≈
(

2~2π2

eEzml

)1/3

, (5.24)

as described in Appendix D.5. These analytical estimates are shown as dashed lines in

Fig. 5.8.

The resulting distribution of tight-binding results is plotted in the lower inset of Fig. 5.8,

for the case Yw = 0.05. We note that the distribution takes the characteristic Rician form

expected in the disorder-dominated regime, σ∆ � Ev0, for which the density of states near

Ev = 0 is nonvanishing. As the Ge concentration increases, the whole distribution moves

towards higher energies, and fewer samples have low energies. In the following section, we
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Figure 5.9: Tuning the valley splitting in quantum wells with uniform Ge concentrations. (a)-
(c) The valley splitting Ev is computed as a function of the quantum dot center position (x, y),
in the presence of alloy disorder. Results are shown for three uniform Ge concentrations inside
the quantum well: (a) Yw = 0, (b) Yw = 0.01, and (c) Yw = 0.05. We assume sigmoidal
quantum wells with interface widths of λint = 10 ML, quantum well widths of W = 80 ML,
quantum well offsets ∆Y = Ys − Yw = 30%, and vertical electric fields Ez = 5 mV/nm. In
the color maps, valley splittings below 100 µeV are considered dangerous for qubit operation,
and are shaded gray. (d) Quantum well simulation geometry, with x and y directions labeled.
The quantum dot is located in the quantum well, with the density profile indicated by the
shading on the top of the device. (e) Schematic illustration of the simulation procedure
used to compute the failure probability Pfail of finding an acceptable valley splitting (i.e.,
with Ev ≥ 100 µeV) when a quantum dot is allowed to explore different locations inside a
1D or 2D search box of size l or w, respectively. (See main text for details.) (f), (g) Pfail
as a function of search-box size. For simplicity, we only consider quantum dots centered
at grid points, with spacing d = 5 nm. Red, green, and blue markers show results for
heterostructures with average Ge contents of Yw = 0, 0.01, and 0.05, respectively. Solid dots
correspond to numerical averages, computed from 10,000 disorder realizations. Open circles
show corresponding theoretical results, as computed in Appendix D.4.

explain how to leverage this important result.

Spatial variability and tunability of the valley splitting

As the mean valley splitting increases with Ge concentration, the variability also increases.

This can be seen in Figs. 5.9(a)-5.9(c), where the valley splitting is plotted as a function

quantum dot position, for three different Ge concentrations. Here, the calculations are

performed similarly to Fig. 5.6, although the effective simulation geometry is now reduced

to 1D, since there are no interface steps. Regions with dangerously low valley splittings (here

defined as Ev < 100 µeV) are shaded gray. These gray regions decrease in size as the Ge

concentration increases, as consistent with the previous section, while the variability is seen
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to increase significantly.

We can take advantage of this behavior by proposing that, when a quantum dot is initially

centered at a dangerous location, the gate voltages should be adjusted to change its location.

For larger Ge concentrations, such desirable locations are typically found in close proximity.

Indeed, dot motion of up to 20 nm has been reported in recent experiments [51, 124], which

has in turn been used to explain the large observed variations in valley splitting.

We now study the likelihood of being able to find a nearby ‘safe’ alloy-disorder config-

uration, for which Ev ≥ 100 µeV. We consider two scenarios, illustrated schematically in

Figs. 5.9(d) and 5.9(e). In the first case, the dot can be shifted in a single, fixed direction.

In the second, the dot can be shifted in either of two directions. To begin, we generate

valley-splitting maps, similar to Figs. 5.9(a)-5.9(c), for the same three Ge concentrations.

To simplify the search procedure, we divide each map into a 2D grid of points separated

by 5 nm, as shown in Fig. 5.9(e). For every grid point initially characterized as ‘dangerous’

(i.e., with Ev < 100 µeV), we search for at least one non-dangerous grid point within a 1D

or 2D search box of size l or w, as illustrated in Fig. 5.9(e). Defining Pfail as the probability

of failure, we repeat this procedure for 10,000 disorder realization and plot the average Pfail

values in Figs. 5.9(f) and 5.9(g) (dots) as a function of l or w. Analytical results for the

same disorder realizations are also shown as open circles, by accounting for the correlations

between valley splittings in neighboring sites, as described in Appendix D.4. We see that the

ability to search over larger regions greatly enhances the success rate of these procedures,

particularly for 2D searches. For larger Ge concentrations, many orders of magnitude of

improvement can be achieved in this way.

5.5.2 Narrow quantum wells

It is known from theory and experiment that narrowing a quantum well while keeping other

growth and confinement parameters fixed should enhance its valley splitting [26, 63]. For

example, in Fig. 5.10 we reproduce the valley-splitting results reported in Ref. [33] (open
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circles), where it was found that 3 nm wells have higher valley splittings on average than

wider wells. However, significant variability is also observed, and some 3 nm quantum wells

are still found to have valley splittings that are dangerously low. Such behavior is in contrast

with the deterministic enhancement predicted for narrow wells, but can be fully explained

by alloy disorder, noting that the electron wavefunctions are forced to overlap with Ge in

the barriers when the quantum wells are very narrow.

To study this behavior, we perform tight-binding simulations of the valley splitting

as a function of well width, assuming sigmoidal barriers and a vertical electric field of

Ez = 5 mV/nm, for the same well widths as Ref. [33]. Similar to theoretical calculations

reported in that work, we consider a range of widths for the top interface, while keeping the

bottom interface width fixed at 8 ML. In contrast with that work, we include the effects of

alloy disorder by performing simulations with 1,000 different disorder realizations for each

geometry. We plot our results as 10-90 percentile ranges (gray bars) in Fig. 5.10. Here

we only show the results for interface widths of 2 or 3 ML and quantum dot confinement

potentials ~ωorb = 1.5 meV, since those values provide excellent agreement with the data, for

both the mean valley splitting values and the variability. These results lend strong support

for the role of alloy disorder in determining the variability of the valley splitting.

We conclude that valley splittings can be enhanced on average by using narrow quan-

tum wells, due to increased overlap with Ge in the barrier regions. Considering the trends

observed in Fig. 5.10, it is interesting to ask whether deterministically enhanced behavior

(e.g., exponential suppression of small valley splittings) could potentially be achieved in

ultra narrow quantum wells. We can answer this question using the crossover criterion of

Eq. (5.16), finding that, for all the results shown in Fig. 5.10, only wells with interface widths

of λtopint = 2 ML fall into the deterministically enhanced regime. This is consistent with our

more general results for wider quantum wells, showing that deterministic enhancement of

the valley splitting still requires super sharp interfaces, and indicates that there is no deter-

ministic advantage in using narrow quantum wells. Finally, by comparing the experimental
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Figure 5.10: Comparison of experimental valley splitting measurements [33] (open circles) to
tight-binding simulations with alloy disorder, as a function of quantum well width. Experi-
mental data points with the same color represent quantum dots fabricated on the same chip.
Bars indicate the 10-90 percentile ranges of 1,000 1D minimal tight-binding simulations,
assuming a relatively sharp top interface of width λtopint = 2 ML (light-gray bars) or 3 ML
(dark-gray bars). As in Ref. [33], the bottom interface width is taken to be λbotint = 8 ML, and
we assume an electric field of Ez = 5 mV/nm, and an orbital splitting of ~ωorb = 1.5 meV.

and theoretical results in Fig. 5.10, for W = 3 nm, we see that the experiments are most

consistent with λtopint = 3 ML, whose behavior is randomly dominated. This again emphasizes

the difficulty of achieving deterministically enhanced valley splittings.

5.5.3 Ge spike

In Ref. [125], it was shown that a narrow spike of Ge in the quantum well can increase the

valley splitting by a factor of two, and theoretical calculations indicate that much larger

enhancements are possible. However, alloy disorder was not considered in that work. In

this section, we explore the interplay between optimal geometries (single monolayer spikes,

which are difficult to grow), realistically diffused geometries, varying spike heights (i.e., the

Ge concentrations at the top of the spike), and interface steps, and we include the effects of

alloy disorder.

We first consider the case without interface steps. Figures 5.11(a)-5.11(c) show het-

erostructures with Ge spikes of height Ysp = 10, 20, and 30%, respectively, and their cor-
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Figure 5.11: Interplay between deterministic and random contributions to the valley split-
ting, for the Ge spike geometry. (a)-(c) Ge concentration profiles (gray) for spike geometries
of width λsp = 2.5 ML and heights Ysp = 10, 20, and 30%, respectively. The resulting ground-
state (closed circles) and excited-valley state (open circles) tight-binding wavefunctions are
also shown. For increasing spike heights, we see that the wavefunction is pushed away from
the spike, resulting in lower Ge overlap and lower disorder-enhanced valley splittings. (d)
Mean valley splittings (color scale) as a function of spike width λsp and spike height Ysp.
Here, each pixel represents an average of 1,000 1D minimal tight-binding simulations, and
the results corresponding to panels (a)-(c) are indicated with stars. (e) Valley splitting as a
function of spike width, for a fixed 10% Ge spike height, and a variety of device geometries,
including a virtual crystal approximation without alloy disorder (Ev0, open circles), and av-
eraged results from 1,000 random-alloy simulations (Ēv, closed circles, with 25-75 percentile
error bars). In both cases, we consider both step-free geometries (blue), and geometries
with a single step through the center of the dot (orange). Here, deterministically enhanced
behavior occurs only for very narrow spikes of width < 1 ML, corresponding to a single atom
in our model geometry. The black dashed line shows the average valley splitting for the same
quantum well as the other simulations, including random alloy, but without the Ge spike.
The blue dotted line is the maximum valley splitting, corresponding to a perfect single-atom
spike geometry, computed as in Ref. [125] for a spike height of Ysp = 10%. The orange dotted
line shows the same result for the case of a single-atom step running through the center of
the dot. Here we assume the step is present on both top and bottom interfaces, as well as
the single-atom spike, resulting in a suppression of the valley splitting by a factor of ∼ 0.28,
as explained in the main text. In all calculations reported here, we assume an isotropic
quantum dot with an orbital energy splitting of ~ωorb = 2 meV and a vertical electric field
of Ez = 5 mV/nm.
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responding tight-binding wavefunctions. Here we define the Ge spike profile as Y (z) =

Ysp exp
[
−(z − zsp)2/2λ2

sp

]
, where zsp is the position of the center of the spike, and λsp is the

spike width. An important effect can be observed by comparing panels (a)-(c): for increasing

spike heights, the wavefunction envelope is suppressed, at and above the spike location, with

consequences for disorder-induced valley coupling. We explore this dynamic in Fig. 5.11(d),

where we plot the average valley splitting for varying spike widths and heights. Here, the

stars labelled (a)-(c) correspond to Figs. 5.11(a)-5.11(c). We also include the singular case

of a monolayer spike with no Ge outside this layer, which is defined as λsp = 0 in the figure,

and is of interest because it allows for analytical estimates, as obtained in Ref. [125].

Three types of limiting behavior are observed in Fig. 5.11(d), which we also indicate with

horizontal lines in Fig. 5.11(e): (i) In the limit of vanishing spike height, Ysp → 0, we recover

results for a conventional quantum well without a spike [dashed black line in Fig. 5.11(e)],

which falls into the disorder-dominated regime for the quantum well considered in Fig. 5.11;

(ii) In the limit of ultra-narrow spikes, λsp → 0, we recover the analytical predictions of

Ref. [125] [dotted blue line in Fig. 5.11(e)], which fall into the deterministically enhanced

regime; (iii) For larger Ysp and λsp, we observe disorder-dominated behavior, characterized

by larger valley splittings when the electron overlaps significantly with the Ge (lower spike

heights), and smaller valley splittings otherwise (larger spike heights).

In Fig. 5.11(e), we compare several types of spike behavior, for spikes of height Ysp = 10%,

including the case when the dot is centered at a step. For simulations with (orange) and

without (blue) a step, we plot the average valley splitting values (closed circles) and the

corresponding 25-75% quartiles (error bars). We also plot the corresponding deterministic,

disorder-free results (open circles), obtained using the virtual-crystal approximation. These

results indicate a well-defined crossover from deterministic to disorder-dominated behavior

when λsp ≈ 1 ML, suggesting that deterministic enhancement of the valley splitting should

be difficult to achieve in this system. The theoretical maximum Ev due to a single-layer Ge

spike (blue dotted line) is computed following Ref. [125], assuming a vertical electric field of
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Ez = 5 mV/nm, obtaining Ev ≈ 3.3 meV. We also note that, in the absence of a step, the

valley splitting abruptly transitions from its deterministically enhanced upper bound (blue

dotted line) to an asymptote that is slightly larger than the valley splitting in the absence

of a spike (black dashed line). Such enhancement is expected in the disorder-dominated

regime, as discussed in Sec. 5.4. In the presence of a step, the valley splitting asymptotes to

the same value, as anticipated in Sec. 5.4.1, since the steps do not have a strong effect in this

regime. In the deterministically enhanced regime however, the valley splitting approaches

a value suppressed below the step-free result by a factor of 1
2 |1 + exp(−ik0a0/2)| ≈ 0.28

(orange dotted line), for the case where the step runs through the center of the dot.

5.5.4 Wiggle Well

The most effective method for deterministically enhancing the 2k0 component of the con-

finement potential Uqw(z) in Eq. (5.7) is to add it directly to the quantum well, where it

overlaps strongly with the electron wavefunction. This is accomplished by introducing Ge

concentration oscillations of the form

Yw(z) = Aw[1− cos(qz + φ)], (5.25)

where Aw is the average Ge concentration and q is the oscillation wavevector. Several

wavelengths were proposed to enhance the valley splitting in Refs. [124] and [59], including

λ = 2π/q = 1.8 nm and 0.32 nm. The latter corresponds to q = 2k0, which we refer to as the

short-period Wiggle Well. Below, we make use of the Wiggle Well’s large valley splitting to

further characterize the transition between deterministic and random-dominated behavior.

In Fig. 5.12(a), we compare three closely related calculations of the valley-coupling matrix

element ∆, each of which shows the averaged results of 500 alloy disorder realizations. The

simulation geometries include (i) a short-period Wiggle Well with no interface steps (red

dots), (ii) a short-period Wiggle Well with a single-atom step passing through the center
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of the dot (blue dots), and (iii) uniform Ge in the quantum well with no concentration

oscillations, but with the same average Ge concentration as the Wiggle Wells, Yw = Aw =

0.5% (gray dots). The results reveal several interesting features. First, the red data display a

striking deterministic enhancement of the valley splitting, for which the number of solutions

with ∆ values near zero is exponentially suppressed. This is particularly impressive given

the small amplitude of the concentration oscillations. The valley splitting is strongly reduced

for the blue data, due to the step; however, a significant deterministic enhancement is still

apparent, attesting to the potency of Wiggle Well approach. Finally, as anticipated in

Sec. 5.5.1, we see that devices formed in quantum wells with uniform Ge have ∆ values

centered near zero, as consistent with randomly dominated behavior. A second important

observation in Fig. 5.12(a) is that the standard deviations of the three distributions about

their mean values are nearly identical for the three distributions. This is consistent with

the fact that the mean Ge concentration, and therefore the alloy disorder, is the same in all

three cases. Thus, by moving from the Wiggle Well to the uniform-Ge geometry, we observe

a clear crossover from deterministically enhanced to disorder-dominated behavior.

Finally, in Fig. 5.12(b) we show a correlation plot comparing effective-mass and tight-

binding calculations, similar to Fig. 5.1(f), that includes the three data sets of Fig. 5.12(a).

Here again we observe nearly perfect correlations, demonstrating that the 2k0 theory explains

the full range of valley splitting behavior, from extreme deterministic enhancement to totally

disorder-dominated.

5.5.5 Optimizing the Ge distribution

We have shown that the valley splitting can be deterministically enhanced in structures such

as the Wiggle Well, or enhanced on average in quantum wells with uniform Ge. However,

most schemes considered here require increasing the contact with random Ge alloy, which

has the undesired side effect of decreasing the mobility [124]. It is therefore interesting to

search for Ge concentration profiles that maximize the valley splitting while reducing the
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total amount of Ge in the quantum well. In this section, we use a projected-gradient-descent

routine to maximize the valley splitting for a specified amount of Ge. In its simplest form,

this algorithm tends to remove all Ge inside or outside the quantum well, which is not the

desired solution. We therefore constrain the procedure to only add Ge to an initial sigmoidal

quantum well. The following steps are then repeated until a steady-state solution is achieved:

(i) estimate the gradient of the reward function, which we take to be the valley splitting

computed using the 1D minimal tight-binding method, (ii) update the Ge concentration

in each layer in the direction of the gradient, (iii) renormalize the Ge concentration in all

layers so that the resulting concentration profile has a fixed density of additional Ge atoms,

Gmax. (With out this renormalization step, the algorithm would continually increase the

amount of Ge in the quantum well, which is also not a desired solution.) Full details of

the optimization procedure can be found in Appendix D.7. Note that the total Ge content

is computed by summing the contributions from individual layers in the z direction; Gmax

is therefore reported in units of atoms/nm2. Below, we apply the routine separately for

optimizations in the deterministic vs. random regimes.

Deterministically enhanced regime

Deterministically enhanced valley splittings are achieved by allowing the routine to opti-

mize both the short-wavelength oscillations and the large-scale Ge concentration envelope

that determines the shape of the wavefunction envelope. To focus on deterministic effects,

we perform the optimization in the virtual crystal approximation (i.e., without including

random-alloy fluctuations). Results for the added Ge concentration are shown in color in

Fig. 5.13(a), for the initial sigmoidal concentration profile shown in gray. Here the color

scale represents the total added Ge concentration, where Gmax ∈ (0.5, 5) atoms/nm2, for a

fixed electric field of Ez = 5 mV/nm. The resulting behavior is reminiscent of the Wiggle

Well.

To analyze this behavior, we Fourier transform the weighted confinement potential de-
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fined in Eq. (5.7), Ũqw(z) = Uqw(z)|ψenv(z)|2. Results are shown in Fig. 5.13(c) as a function

of the reciprocal wavevector kz, for the case of Gmax = 5 atoms/nm2. Here as usual, the 2k0

component, Ũqw(kz = 2k0), determines the valley splitting. We therefore expect to find an

enhancement of |Ũqw(kz)| at this wavevector (dashed-green line). Indeed this is the observed

behavior, indicating that our optimization routine naturally reproduces key features of the

short-period Wiggle Well.

The results also differ from the Wiggle Well in interesting ways. First, we note that

approximately half the atomic layers in Fig. 5.13(a) contain no added Ge. Indeed, the

secondary peak observed at kz ≈ 8.3 nm−1 in Fig. 5.13(c) corresponds to the first harmonic

of 2k0, shifted to lower kz values due to aliasing effects on a discrete lattice. Such harmonics

are a hallmark of truncated sinusoids. For example, the following ‘truncated Wiggle Well’

yields such harmonics:

Yw(z) = (πAw)max[cos(2k0z + φ), 0]. (5.26)

As in Eq. (5.25), Aw is defined here as the average Ge concentration. However, the Fourier

component of Uqw(2k0) for this concentration profile is π/2 times larger than for the conven-

tional Wiggle Well, for the same value of Aw. Therefore, the truncated Wiggle Well found

by our optimization procedure should improve the valley splitting of the Wiggle Well by a

factor of π/2, for the same total Ge content. We confirm this prediction through simulations

in Appendix D.8.

A second difference between Fig. 5.13(a) and a Wiggle Well is in the nonuniform envelope

of the concentration profile, which mimics the density profile of the wavefunction |ψenv(z)|2.

This behavior enhances the valley splitting by increasing the wavefunction overlap with

Ge. (We note that the precise shape of the Ge concentration envelope depends on the

quantum well profile [gray region in Fig. 5.13(a)] and the electric field.) Based on these

observations, we hypothesize that the optimal Ge distribution observed in Fig. 5.13(a) should

be well approximated as a truncated Wiggle Well weighted by the envelope probability,

|ψenv(z)|2. To test this hypothesis, we fit the added Ge profile in Fig. 5.13(a), for the case of
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Gmax = 5 atoms/nm2, to the form

Yfit(z) = afit|ψenv(z)|2max[0, cos(2k0z + φfit)], (5.27)

where afit and φfit are fitting parameters, and ψenv(z) is obtained from effective-mass theory

by solving a Schrödinger equation. The resulting fits are excellent, as shown in Fig. 5.13(d),

where the solid line is Yfit(z) and the red dots are the optimized simulation results.

Finally in Fig. 5.13(b), we study the statistical effects of alloy disorder by performing

1,000 valley splitting simulations for the optimized Ge profiles obtained at each Gmax value

considered in Fig. 5.13(a). Here, the markers indicate mean values and the error bars show

the corresponding 25-75 percentile range. The very small standard deviations are indicative

of very strong deterministic enhancements, which are robust in the presence of alloy disorder.

Randomly dominated regime

Concentration profiles like Fig. 5.13(a) are challenging to grow in the laboratory (just like the

Wiggle Well), due to their short-period features. We therefore also apply a concentration-

optimizing procedure in the randomly dominated valley splitting regime, where the Ge pro-

files are more slowly varying (analogous to quantum wells with uniform Ge). Here, to avoid

obtaining a deterministically enhanced profile, we choose σ2
∆ as the reward function, as de-

fined in Eq. (5.13). This has the effect of maximizing the mean valley splitting as well as

the variance, since σ2
∆ ≈ Ē2

v/π in the randomly dominated regime.

Figure 5.14(a) shows concentration profiles obtained from this procedure, where the color

scale indicates the added Ge content in the range of Gmax ∈ (3, 30) atoms/nm2. Here we

adopt the same initial quantum well and electric field as Fig. 5.13(a). The corresponding

envelope functions ψenv(z) are shown for the cases Gmax = 3, 15, and 30 atoms/nm2. For

low Gmax values, the resulting Ge profiles are roughly uniform, with the Ge shifted slightly

towards the top of the quantum well where |ψenv(z)|2 is large. For high Gmax values, the
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peak of added Ge shifts towards the center of the quantum well, squeezing the electron more

tightly against the top interface. (Note again that the final Ge profile depends on the precise

shape of the quantum well and the electric field.) This has a two-fold effect of (i) exposing

the wavefunction to more Ge in the barrier region, and (ii) causing the electron to overlap

with fewer atomic layers, which also enhances the concentration fluctuations. We interpret

these results as a preference for narrower quantum wells. Figure 5.14(b) shows the resulting

mean values and 25-75 percentile distributions of the valley splitting, as a function of Gmax.

The valley splitting enhancements here are slightly larger than for the case of uniform Ge, if

we compare the same total Ge content. Overall, optimized valley splittings in the disorder-

dominated regime (Fig. 5.14) are found to be much smaller than in the deterministically

enhanced regime (Fig. 5.13), although the devices are much easier to grow.

5.6 Summary

In this paper, we derived a universal effective-mass theory of valley splitting in Si/SiGe

heterostructures, based on the 2k0 reciprocal wavevector of the Fourier transform of the

weighted confinement potential, Ũqw(z) = Uqw(z)|ψenv(z)|2 (Sec. III D). By comparing our

results to those of tight-binding simulations, we showed that this theory accurately predicts

the valley splitting across a diverse set of heterostructures and disorder models. We then

used the 2k0 theory to identify two valley splitting regimes (Sec. III F): (i) the deterministic

regime, in which the valley splitting is determined by atomistic details of the quantum well,

such as the sharpness of the interface or the location of an atomic step at the interface,

and (ii) the disorder-dominated regime, in which the valley splitting is fully determined by

SiGe random alloy disorder. In the deterministic regime, the valley splitting is reliably large

and independent of the alloy disorder, and the probability of finding a low valley splitting

is exponentially suppressed (Sec. III G). In the disordered regime, valley splittings can be

large on average, but there is still a good chance of finding a small valley splitting. The
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crossover between these two regimes was shown to be sharp and universal (Fig. 4), since it

depends only on the integrated overlap of the electron with Ge in the quantum well or the

quantum well interface. However it was also shown that the crossover occurs in a regime

where heterostructure features are very sharp (e.g., sharp interfaces or single-atom spikes).

Such sharp features are difficult to achieve in the laboratory; therefore, deterministically

enhanced valley splittings are difficult to achieve in physical devices.

Several conventional heterostructure geometries were investigated by means of simula-

tions (Sec. IV). Sharp interfaces were found to give a large deterministic enhancement of the

valley splitting (Sec. IV A 1), but only in the ultra-sharp limit (λint <3 ML), which is difficult

to achieve in the laboratory. Single-atom steps at the interface were shown to suppress the

valley splitting by up to 71% at ultra-sharp interfaces, but were found to have almost no

effect for interfaces with λint > 3 ML (Sec. IV A 2). Indeed, the precise shape of the inter-

face was found to be important only for the case of ultra-sharp interfaces (Sec. IV C). Wider

interfaces were also shown to enhance the variability of the valley splitting, due to greater

exposure of the electron to the SiGe random alloy (Sec. IV B). This enhanced variability

has the interesting side-effect of increasing the average valley splitting as a function of λint

in the disorder-dominated regime (Figs. 6 and 7).

Several unconventional heterostructures were also investigated (Sec. V). Uniform Ge in

the quantum well was found to enhance both the average valley splitting and its standard

deviation, due to significant overlap of the electron with Ge inside the quantum well, where

the wavefunction is largest (Sec. V A). Similar effects occur in other geometries, including

the sharp Ge spike, where the Ge concentration is maximized where the wavefunction is

largest (Sec. V C), and narrow quantum wells, for which the wavefunction is squeezed into

the quantum well barrier region where the Ge concentration is high (Sec. V B). The Wiggle

Well geometry provides a very effective enhancement of the valley splitting by engineering

the 2k0 wavevector directly into Ge concentration oscillations inside the quantum well. This

geometry also experiences enhanced valley splitting variability due to high Ge exposure
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(Sec. V D).

Such unconventional geometries are found to be optimal, in the following sense. When the

Ge concentration profile is optimized numerically, to obtain the maximum valley splitting

while allowing for short-wavelength concentration oscillations, it naturally converges to a

Wiggle Well-like geometry (Sec. V E 1). This procedure can be understood as optimizing

the valley splitting, deterministically. Alternatively, in the disorder-dominated regime, the

average valley splitting is proportional to its standard deviation. Maximizing this quantity

yields results similar to the geometry with uniform Ge in the quantum well (Sec. V E 2).

5.7 Conclusions: Best Strategies for Enhancing Ev

We now conclude by describing the best strategies for enhancing the valley splitting in

Si/SiGe heterostructures. Just as there are two types of valley splitting behavior, there are

also two approaches for obtaining large valley splittings. The first is to establish layer-by-

layer growth control, which would allow for the implementation of structures like short-period

Wiggle Wells, single-atom spikes, and super-sharp interfaces. We emphasize however, that if

1-2 monolayer growth accuracy cannot be achieved, then deterministic attempts to enhance

the valley splitting will be overwhelmed by random-alloy disorder, and will fail. In this case,

there is no benefit to striving for deterministic enhancement.

An alternative strategy for enhancing the valley splitting is to intentionally add Ge to

the quantum well, to increase the exposure to disorder. This has the effect of increasing

the mean value as well as the standard deviation of the valley splitting. Additionally, and

just as importantly, one should arrange for electrostatic control of the dot position. The

most straightforward approach for adding Ge is to choose a simple, smooth Ge profile, such

as a broadened interface or uniform Ge in the quantum well, because such structures are

easy to grow. Very narrow quantum wells are also effective for increasing the exposure to

Ge. Finally, we note that even low Ge concentrations and modest tunability of the dot’s
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position can increase the probability of achieving useful valley splittings by many orders of

magnitude.
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Figure 5.12: Short-period Wiggle Wells provide deterministic enhancement of the valley
splitting. (a) Intervalley matrix elements ∆ are computed for short-period Wiggle Wells
using the 1D effective-mass approach, and are plotted in the complex plane. Results are
shown for geometries with (blue dots) and without (red dots) a step passing through the
center of the quantum dot confinement potential. Additionally we show results for quantum
wells with uniform Ge in the quantum well, but no concentration oscillations, with the
same average Ge concentration as the Wiggle Wells, Yw = Aw = 0.5% (gray dots). All
three geometries include random-alloy disorder, and each simulation set is comprised of 500
disorder realizations. Additionally, we choose a quantum well offset of ∆Y = Ys− Ȳw = 30%,
a vertical electric field of Ez = 5 mV/nm, a quantum well width of W = 80 ML, and
an interface width of λint = 10 ML. To ensure that Ev < Eorb in each case, we choose
~ωorb = 4 meV for all geometries. (b) A correlation plot comparing tight-binding and
effective-mass simulations of the valley splitting, for the same disorder realizations shown in
(a). Nearly perfect correlations confirm the importance of the 2k0 wavevector for determining
the valley splitting.
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Figure 5.13: Optimizing the Ge concentration profile to provide a large deterministic en-
hancement of the valley splitting. (a) The initial Ge profile (gray) and added Ge content
(vertical bars centered on individual atomic layers) corresponding to the Gmax value indicated
by the colorbar. Optimization is performed as described in the main text, in the absence of
random-alloy disorder. The initial sigmoidal profile is defined in Eq. (5.21), with λint = 10
ML and W = 80 ML, and with a vertical electric field of Ez = 5 mV/nm and quantum dot
orbital splitting of ~ωorb = 2 meV. (b) Optimized valley splitting distributions, including
random-alloy disorder, as a function of the added Ge. Results are shown for the mean values
and 25-75 percentile range of 1,000 1D tight-binding simulations at each Gmax value. (c) Dis-
crete Fourier transform of the weighted barrier potential |Ũqw|, as a function of the reciprocal
wavevector, for the optimized concentration profile corresponding to Gmax = 5 atoms/nm2.
The green dashed line identifies the wavevector q = 2k0 responsible for valley splitting. (d)
Best fit of Eq. (5.27) (solid curve) to the optimized Ge concentration profile (red dots) shown
in (a), for the case of Gmax = 5 atoms/nm2.
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Figure 5.14: Optimized Ge profiles for enhancing the valley splitting in the disorder-
dominated regime. (a) The initial Ge concentration profile (gray) and added Ge content
(colored region), using the procedure described in the main text and the same quantum well
as Fig. 5.13. The colorbar indicates the total added Ge concentration, Gmax, and the result-
ing envelope functions ψenv(z) are shown for the cases of Gmax = 3, 15, and 30 atoms/nm2.
(b) Optimized valley splitting distributions as a function of Gmax, showing the mean values
and 25-75 percentile ranges of 1,000 1D tight-binding simulations at each Gmax value.
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Chapter 6

The effects of alloy disorder on

strongly-driven flopping mode qubits

in Si/SiGe

This chapter is the output of a project I started at LPS in the summer of 2023 with Utkan

Güngördü and Charles Tahan. With the guidance of Utkan, I performed the numerical

simulations, and Utkan and I developed the analytics and the project direction. Utkan and

Charles, as well as Mark Friesen and Susan Coppersmith, all had input to this project. A

manuscript based on this work is in preparation.

6.1 Introduction

Over the past decade, spin qubits in Si/SiGe heterostructures have emerged as a leading

quantum computing platform [31, 121, 231]. These qubits are small, have long coherence

times, and can be fabricated using standard semiconductor processing technology, making

them naturally scalable. Furthermore, single- and two-qubit fidelities above 99% have been

demonstrated in these systems, demonstrating their promise as scalable qubit platforms [131,

142, 213, 223].
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One of the primary sources of infidelity in Si spin qubits is charge noise, or fluctuating

electric fields at the location of the spin qubit [31]. These electric field fluctuations typically

have a 1/f spectral density, leading to low-frequency (or quasistatic) fluctuations in the

qubit parameters that cause qubit dephasing [15, 41, 53, 170]. These fluctuating fields are

thought to arise from charge impurities, primarily in the SiOx layers of the heterostructure

[160], and they are the dominant source of infidelity in many state-of-the-art spin qubits [36,

131, 142, 178, 213, 223].

It is possible to mitigate the impact of charge noise by designing qubits and gate op-

erations that are inherently insensitive to these electric field fluctuations. One such qubit

is the flopping-mode qubit [13, 40, 83, 186]. Flopping mode qubits utilize the delocaliza-

tion of electron charge across a double quantum dot. A magnetic field gradient across the

double dot induces synthetic spin-orbit coupling in the system, and by driving the inter-dot

detuning, causing the electron to oscillate between the two dots, the resulting magnetic field

oscillations induce single-qubit rotations in a process known as electric dipole spin resonance

(EDSR). Compared to a conventional single quantum dot, flopping mode qubits maximize

the dipole moment of the electron wavefunction, resulting in faster Rabi oscillations [13].

It has also been proposed to operate flopping mode qubits in the so-called “strong driving”

regime, where the electron is strongly driven back and forth between the two dots [186]. This

style of gate operation has two advantages: (1) it takes advantage of the full magnetic field

gradient between the dots, resulting in fast gate operations, and (2) the electron spends less

time at the symmetric point, where it is most sensitive to charge noise. In particular, it has

been shown that by carefully shaping the detuning pulses, fast and high-fidelity single-qubit

gates can be implemented, even in the presence of significant charge noise [186].

Another challenge for spin qubits in Si/SiGe is the presence of two low-lying conduction

band valley states [31, 231]. Measurements of the valley-energy splitting can be as large

as 300 µeV or as low as 30 µeV [19, 22, 33, 46, 60, 79, 128, 129, 139, 143, 163, 171, 199,

225]. Even valley splitting measurements taken on the same chip are quite variable [33]
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and sensitive to small displacements in the quantum dot position [51, 79, 199]. Recent

theoretical advancements have demonstrated that random-alloy disorder can explain this

significant variability in the valley splitting, even between neighboring dots on the same

device [115, 117, 119, 124, 145].

This valley splitting variability can create problems for strongly-driven flopping mode

qubits. Since tunneling between dots need not preserve the valley quantum number, valley

state variability can lead to leakage out of the computational subspace. Weaker driving

can be used to avoid this valley leakage, at the expense of increased qubit sensitivity to

charge noise. Thus, there is a tradeoff between valley leakage and charge noise in strongly-

driven flopping mode qubits. In this work, we closely examine this tradeoff. We describe an

algorithm that can optimize pulses for strongly-driven flopping-mode qubits in the presence

of charge noise, accounting for differences in the valley configurations in each dot. We show

that high-fidelity single-qubit gates can be realized in these systems for a wide variety of

valley parameters, so long as charge noise remains relatively limited. In cases where charge

noise is stronger, we can still implement high-fidelity single-qubit gates, provided that the

valley splittings in each dot are large, and the valley phase difference is relatively small.

Furthermore, all of these pulses require some degree of fine-tuning for the particular valley

configuration of a double-dot.

Furthermore, we examine how fluctuations in the local electric fields can also lead to

small quasistatic shifts in the qubit parameters, including the valley splitting in each dot,

the orbital spacing in each dot, and the inter-dot tunnel coupling. While we find that noise-

induced fluctuations in the orbital energies and tunnel coupling are relatively unimportant,

fluctuations in the valley parameters can actually dominate the qubit infidelity in some cases.

This is especially true when the valley splitting is small and the charge noise fluctuations

are very large. However, we find that slightly weaker qubit driving can significantly mitigate

these errors, and we propose a pulse shape that is more robust to these errors. Thus, we

consider many sources of infidelity in this work, including the valley configuration across the
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Valley splitting and valley phase Sec. 6.4
Detuning fluctuations Sec. 6.4
Valley fluctuations Sec. 6.6
Orbital energy fluctuations Sec. 6.6 and App. E.6
Tunnel coupling fluctuations Sec. 6.6 and App. E.7

Table 6.1: Summary of the potential sources of infidelity in flopping-mode qubits, and where
we analyze them in this work.

double-dot, charge noise fluctuations to the qubit detuning, and fluctuations to the other

qubit parameters. Table 6.1 summarizes where in the paper each of these effects is analyzed.

This paper is organized as follows. In Sec. 6.2, we review our model of the flopping mode

qubit, and we discuss the impact of alloy disorder on the valley parameters of the qubit. In

Sec. 6.3, we discuss our algorithm for optimizing flopping-mode qubits, taking into account

charge noise and differences in the valley configuration. In Sec. 6.4, we discuss in detail the

performance of flopping mode qubits under varying valley configurations. In Sec. 6.5, we

address the generalizability of flopping mode qubits, and we come to the conclusion that

these qubits should be fine-tuned for any given valley configuration. In Sec. 6.6, we analyze

charge-noise-induced fluctuations to the qubit parameters besides the detuning, including

the orbital energies in each dot, the tunnel coupling between dots, and the valley parameters

in each dot. In Sec. 6.7, we evaluate schemes to avoid low-fidelity configurations, and we

discuss the implications for scalable quantum processors based on the flopping mode qubit.

6.2 Modelling strongly-driven flopping mode qubits

6.2.1 Model Hamiltonian

A flopping-mode qubit consists of a single-electron double quantum dot with a magnetic field

gradient between the dots. By modulating the detuning ε, we can drive the dot back and forth

between the left (L) and right (R) dot. Since the field gradient induces a synthetic spin-orbit



114

x

ε

EvREvL

En
er

gy

R

BL BR

L

+ΔBx/2 -ΔBx/2

ΔBz

ε (µeV)

E 
(µ

eV
)

E 
(µ

eV
)

δφ = 0

δφ = 0.9π

(a) (b)

δφ

Figure 6.1: Schematic of the flopping mode qubit. (a) Structure of the double quantum
dot system, where the left and right dots are labeled L and R. The detuning ε controls the
energy splitting between the two dots Within each dot, there are separate valley splittings
EvL and EvR. If the valley phase difference between the two dots δφ 6= 0, tunneling between
the dots need not preserve the valley index, and both valley-preserving and valley-flipping
tunneling is allowed. Two such processes are labeled in red, where t−− and t−+ are defined
in Eq. (6.10). Differences in the local magnetic fields between the two dots, labeled BL

and BR, enable spin spin rotations as the electron is driven back and forth between the
dots. (b) Sample energy spectra of the double dot system as a function of detuning, with
representative valley parameters, EvL = EvR = 100 µeV. The top figure shows the spectrum
for δφ = 0, and the bottom spectrum for δφ = 0.9π. Since the spin splitting is small, we use
different colors for bands with different spin quantum numbers. All other parameters are
those outlined in Sec. 6.2.
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coupling, this modulation induces rotations between the spin states. Each dot also has two

low-lying valley states. We label the inter-valley couplings in each dot ∆L(R) = eiφL(R) |∆L(R)|,

where the valley splitting EvL(R) = 2|∆L(R)| and φL(R) is the valley phase [63]. These

valley parameters are, in general, different for each dot, complicating the qubit operation,

as described below. A schematic of this qubit can be seen in Fig. 6.1(a).

To model strongly-driven flopping mode qubits, we start with an 8-level Hamiltonian in

the charge, spin, and valley space. The full Hamiltonian is given by

H(ε) =ε(t)2 τz + tcτx + gµBBz

2 σz + gµB
2 (∆Bxσx + ∆Bzσz)τz

+ τ0 + τz
2 |∆L|(γx cosφL − γy sinφL) + τ0 − τz

2 |∆R|(γx cosφR − γy sinφR) (6.1)

where τj are the Pauli operators operating in the basis of the left and right dot (so τz =

|L〉〈L| − |R〉〈R| and τx = |L〉〈R|+ |R〉〈L|), σj are Pauli operators in spin space, and γj are

the Pauli operators in valley space. The detuning between the left and right dots is given by

ε(t), and tc is the tunnel coupling between the dots. For simplicity, we fix our tunnel coupling

tc = 100 µeV, which was found to achieve good performance for strongly-driven qubits in

Ref. 186. We assume there is a magnetic field gradient ∆Bx = 2 mT and ∆Bz = 0.4 mT, and

a constant background magnetic field Bz = 20 mT, where we have taken these parameters

from Ref. 186. We can equivalently write this Hamiltonian in a basis that simultaneously

diagonalizes the left and right-dot valleys:

H(ε) = ε(t)
2 τz + tcUvτxU

†
v + Ez

2 σz + gµB
2 (∆Bxσx + ∆Bzσz)τz

+ 1
2(|∆L|+ |∆R|)γz + 1

2(|∆L| − |∆R|)τzγz (6.2)
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where

Uv = PLUL + PRUR (6.3)

UL(R) = 1√
2
[
γ0 + i cos

(
φL(R)

)
γy + i sin

(
φL(R)

)
γx
]

and PL(R) = |L(R)〉〈L(R)| projects the system into the left (right) subspace. Equation (6.2)

forms the basis of our gate optimization procedure, described in Sec. 6.3.

To gain intuition for how pulses to the detuning, ε(t), perform spin rotations, we make the

simplistic assumption that the valley splitting and orbital splittings are sufficiently large, so

evolution is adiabatic with respect to excited valley and orbital states. (We derive a precise

condition on ε̇ to avoid orbital excitations in Appendix E.1; we consider valley excitations

later.) We also assume the spin terms in the Hamiltonian are small and can be treated as

perturbations. In this regime, we can replace τz by its expectation value in the ground state

spin subspace, 〈τz〉, where

〈τz〉ε = 1
2 (ε〈0|τz|0〉ε +ε 〈1|τz|1〉ε) (6.4)

where |0〉ε and |1〉ε and the ground and first-excited (spin) instantaneous eigenstates of

the system for a given detuning ε. This approximation results in a simple two-level spin

Hamiltonian

Heff(ε) = gµBBz

2 σz + gµB
2 〈τz〉ε (∆Bxσx + ∆Bzσz) (6.5)

where we have discarded valley and orbital terms. If we also discard the relatively small

∆Bz term, we have the simple Hamiltonian of a driven two-level system, where the drive

amplitude is given by gµBBx〈τz〉/2. By pulsing the detuning ε(t), we modulate the ground

state charge expectation value 〈τz〉ε from -1 to 1. And, by driving at the resonant frequency

Ez/~, where Ez = gµBBz is the Zeeman splitting, we can perform a rotation about the
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x-axis in spin space by angle θ:

Uθ = cos(θ/2)− i sin(θ/2)σx. (6.6)

Including virtual z gates, these single-qubit rotations are enough to implement all single-

qubit rotations. In this work, we choose a representative case θ = π.

6.2.2 Alloy disorder and valley splitting

One potential difficulty for spin qubits in general, and for strongly-driven flopping mode

qubits in particular, is the variation of valley parameters between dots. Recent theoreti-

cal work suggests that the valley splitting in most realistic devices is primarily due to the

random-alloy disorder in the SiGe buffer layers [119, 145]. In this regime, termed the dis-

ordered valley splitting regime, both the valley splitting and the valley phase difference are

randomized between the two dots. It is possible to create heterostructures with determinis-

tically large valley splittings, for example by engineering very sharp quantum well interfaces

≤ 3 atomic monolayers (ML) in width [119], or by a combination of shear strain and Ge

concentration modulation [210]. However, these deterministically enhanced devices are rel-

atively difficult to fabricate. In this paper, we restrict ourselves to devices in the disordered

valley splitting regime.

The inter-valley coupling is a complex quantity, and in the disordered valley splitting

regime, its statistics can be described rather simply. Following Refs. 145 and 119, it can be

shown from effective mass theory that the variance of the inter-valley coupling for a single

quantum dot, averaged over configurations of random alloy disorder, is given by

σ2
∆ := V[∆] = 1

π

[
a2

0∆Ec
8adot(Xw −Xs)

]2∑
l

|ψenv(zl)|4X̄l(1− X̄l) (6.7)

where a0 = 0.543 nm is the Si lattice constant, ∆Ec is the conduction band offset between

the Si quantum well and the SiGe barriers (≈ 150 meV for a typical quantum well), Xw is
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the Si concentration in the quantum well, Xs is the Si concentration in the SiGe barrier

(substrate), and adot =
√
~/mtωorb is the dot radius, assuming the dot is confined in an

isotropic harmonic confinement potential with characteristic level spacing ~ωorb and mt =

0.19me is the transverse effective mass of an electron in Si. The sum in Eq. (6.7) is over

the layers in the heterostructure, and the quantities X̄l are the expected Si concentrations

at layer l, when averaged over the whole device. Finally, ψenv is a 1D envelope function for

the quantum dot wavefunction, ignoring effects of valley-orbit coupling. In the disordered

valley-splitting regime, the average valley splitting is given by [119]

Ev =
√
πσ∆ (6.8)

Observing Eqs. (6.7) and (6.8), we see that the valley splitting depends strongly on the Ge

concentration in the quantum well, 1−X̄l. Devices with nonzero minimum Ge concentrations

(Gmin) have been proposed to boost average Ev. However, a larger σ∆ will also lead to

larger spatial variations in the valley splitting. We examine the consequences of this spatial

variability in Sec. 6.6 and 6.7.

We also note that ∆ is a complex quantity, so V[Re[∆]] = V[Im[∆]] = σ2
∆/2. Thus,

between two dots, the valley phase |δφ| is randomized uniformly between 0 and π, assuming

the dots are spatially well-separated and there is no deterministic inter-valley coupling.

This creates complications for a strongly-driven flopping-mode qubit. We can expand the

tunneling term in Eq. (6.2) in the basis {|L,+〉, |L,−〉, |R,+〉, |R,−〉} where ± labels the

ground/excited valley:

tcUvτxU
†
v =



0 0 t++ t+−

0 0 t−+ t−−

t∗++ t∗−+ 0 0

t∗+− t∗−− 0 0


(6.9)
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where the matrix elements

t++ = t∗−− = tc
2
(
1 + ei(φL−φR)

)
t+− = −t∗−+ = tc

2
(
eiφL − eiφR

)
. (6.10)

If φL = φR, then t+− = t−+ = 0, and all tunneling between the left and right dot is valley-

preserving. In Fig. 6.1(b), we plot the qubit spectrum as a function of ε for δφ = 0, where

we observe no valley anticrossing. However, if φL 6= φL, valley-flipping tunneling between

the left and right dots is allowed. As a result, a valley anticrossing emerges in the qubit

spectrum, as we observe in Fig. 6.1(b) for δφ = 0.9π. We highlight two of these tunneling

elements in red in Fig. 6.1(a). This poses a leakage pathway for strongly driven flopping

mode qubits. If δφ = φL − φR 6= 0 and the detuning is strongly driven, the dot can tunnel

into the excited valley. In the rest of this paper, we examine the consequences of the valley

leakage pathway for pulse optimization (Sec. 6.3), pulse fidelity (Sec. 6.4, 6.5, and 6.6), and

scalability (Sec. 6.7).

6.3 Gate optimization

In this section, we outline a straightforward procedure to optimize gates in strongly driven

flopping mode qubits, given variations in the valley parameters. Then, we analyze these

pulses and their resulting fidelities, focusing on the role of the valley splitting in each dot

and the valley phase difference between dots.

We consider three pulse types in this work. First, we consider cosine and smoothed-
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Figure 6.2: Performance comparison of the three pulse families described in Sec. 6.3 for fixed
valley splittings EvL = EvR = 100 µeV [indicated by the inset to (a)], as we increase the
valley phase difference δφ from 0 to 0.9π. (a) Infidelities of the optimized pulses, including
the effects of charge noise, for three pulse families: the rectangular pulse (blue), the cosine
pulse (green), and the spin-cosine pulse (orange). We consider two charge noise regimes: an
optimistic regime given by σε = 1 µeV, and a pessimistic regime given by σε = 15 µeV. (b)
We plot one period of the optimized pulse shapes for the three pulse families as we increase
the δφ from 0 to 0.9π. These pulses were optimized for σε = 1 µeV (c) The total pulse time,
in units of Tres, for each of the optimized pulses.

rectangular pulses similar to those considered in Ref. [186]:

εcos(t) = C + A cos(2πt/Tres)

εrect(t) = C + A


tanh

(
2R(t̃− (1 + cdc)/4)

)
, t̃ ≤ 1/2

− tanh
(
2R(t̃− (3− cdc)/4)

)
, t̃ > 1/2

(6.11)

where Tres = 2π/Ez. In both pulses, A represents the pulse amplitude, and C is a constant

offset. In all simulations, we limit the maximum detuning |ε| ≤ εmax, where εmax = 1 meV.

In the rectangular pulse, R represents the steepness of the transition, cdc is a duty-cycle

coefficient which we restrict between 0 and 1, and t̃ = t (mod Tres). The smooth rectangular

pulse parameterization enables pulses that drive quickly through the anticrossing, limiting

the qubit’s sensitivity to charge noise.

We also consider a third pulse form, which we term the “charge-cosine” or “cc” pulse,
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defined as a cosine function within the charge subspace:

〈τz〉cc(t) = C + A cos(2πt/Tres). (6.12)

Again, A is the pulse amplitude, in this space, and C is the pulse offset. Since this pulse

is defined in terms of the charge expectation value 〈τz〉, we need a map from 〈τz〉 → ε to

determine the detuning function ε(t). We obtain this map by diagonalizing H(ε) across the

full range of ε, computing 〈τz〉ε according to Eq. (6.4). Then, by inverting the relationship in

Eq. (6.4), we obtain ε(t). Examples of these optimized pulses are shown in Fig. 6.2(b), where

we illustrate just one period of the periodic pulse. As we see in Fig. 6.2(b), the charge-cosine

pulse drives more softly across the charge anticrossing, compared to the strong driving of

the rectangular and cosine pulses. For all pulses, we set the maximum detuning to ±1 meV,

and we limit R ≤ 20 for the rectangular pulse.

Now, we outline the algorithm used to optimize our pulses. As well as the pulse param-

eters in Eqs. (6.11) and (6.12), we need to optimize the pulse length T = nTres, which is an

integer multiple of the resonant period. For each possible pulse length T , we choose pulse

parameters that minimize the following heuristic cost function:

C = I0 + Lcharge + Lleak. (6.13)

We define the trace infidelity of a pulse as follows:

Iδε = 1−
 |tr

(
PUδε(T )P†U †θ

)
|

2

2

, (6.14)

where the Uδε(T ) is the propagator of the pulse evaluated at time T , in the presence of a

quasistatic detuning fluctuation δε (see below). The propagator is determined by solving

the Schrodinger equation

i~U̇δε = H(ε(t) + δε)Uδε (6.15)
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where ε(t) is the pulse we seek to optimize. The ideal infidelity I0 is the trace infidelity

in the absence of any detuning fluctuations, obtained by setting δε = 0 in Eq. (6.15). The

projector P = |0(T )〉〈0(T )| + |1(T )〉〈1(T )| projects the system into the subspace spanned

by the instantaneous ground and first excited states at time T , and Uθ is the ideal pulse

defined in Eq. (6.6). The quantity Lcharge is an estimate of the infidelity due to charge noise,

and Lleak is an estimate of the infidelity due to leakage outside the computational subspace.

More details on the components of C are given in Appendix E.2.

Because charge noise sensitivity will increase for longer and weaker pulses, while leakage

and infidelity errors tend to decrease, we expect a minimum C for a particular pulse length.

Because this analysis is approximate, we then select the five pulses yielding the lowest overall

cost for further analysis. By choosing five pulses, we increase the likelihood of finding

the true best-performing pulse. At this stage, we randomize and re-optimize the pulse

parameters for each of the five best-performing pulses, performing this randomization and

re-optimization ten times. We find this procedure helps avoid some local minima, especially

for the rectangular pulse family, and results in better overall fidelity. After ten iterations,

we select the optimized pulse parameters that resulted in the lowest overall C. Then, for

each of five best-performing pulses (which have now been fine-tuned by randomization and

re-optimization), we estimate the total infidelity in the presence of charge noise. We account

for charge noise as a quasistatic fluctuation to the detuning, where ε̃(t) = εpulse(t) + δε. We

assume δε is sampled from a normal distribution with zero mean and standard deviation

σε. We consider two charge noise regimes in this work: an optimistic σoptε = 1 µeV, and a

pessimistic σpesε = 15 µeV. At the low end, our optimistic charge noise strength is similar to

the measured charge noise spectral densities at 1 Hz [36, 37, 46, 103]. To estimate the gate

infidelity in the presence of charge noise, we sample 51 values of ∆ε, ranging from −4σε to

4σε and take the weighted average of the resulting ideal infidelities:

Iavg =
4σε∑
−4σε
Iδεp(∆ε) (6.16)
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Figure 6.3: Evaluation of the cosine pulse family for varying valley configurations. (a)
Average infidelity Iavg, defined in Eq. (6.16), for optimal pulses as δφ is varied from 0 to
0.9π, assuming σε = 1 µeV (circles and solid lines) and 15 µeV (squares and dashed lines).
We plot results for EvL = EvR = 100 µeV (green), the same data as shown in Fig. 6.2. We
also show results for EvL = 100 and EvR = 20 µeV (pink), EvL = 20 and EvR = 100 µeV
(blue), and EvL = EvR = 20 µeV (black). (The insets in (b) refer to the valley configuration
in the left and right dots.)

where Iδε is given by Eq. (6.14). Of the five pulses under consideration, we select the pulse

with minimal Icharge.

6.4 Dependence of gate fidelity on the inter-valley cou-

pling

Using the pulse optimization procedure outlined above, we now evaluate the performance of

the three pulse families described in Eqs. (6.11) and (6.12) in the presence of variations in

the inter-valley coupling between the two dots. We start with a favorable valley splitting

configuration, EvL = EvR = 100 µeV [indicated by the inset in Fig. 6.2(a)], where we vary

the valley phase difference δφ from 0 to 0.9π. The resulting average infidelities, for both

optimistic and pessimistic charge noise configurations, are plotted in Fig. 6.2(a), and the

corresponding optimized pulse shapes in (b) [for σε = 1 µeV] and pulse lengths in (c). In

the optimistic charge noise regime, pulse infidelities are fairly uniform around 10−6 for each

pulse type, across a wide range of δφ. In the pessimistic charge noise regime, as highlighted
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in Ref. [186], the smoothed rectangular pulses perform best for smaller phase differences, and

the charge-cosine pulse the worst. Since the rectangular pulse allows for more rapid driving

across the double-dot, the system spends less time near ε = 0, where it is most sensitive to

charge noise fluctuations. Since the charge-cosine pulse is driven more gently through ε = 0,

it is more sensitive to charge noise. As the valley phase difference increases above ∼ 0.6π,

the fidelities of all pulse types in both charge noise regimes start to deteriorate. This is

due to the emergence of a valley anticrossing, visible in the energy spectra of Fig. 6.1(b),

which causes strongly-driven pulses to leak into the excited valley state. As a result, the

pulses must in general be made weaker and longer, as we observe in Figs. 6.2(b) and (c).

(Sometimes, for the very worst valley configurations, like the rectangular pulse at δφ = 0.9π

under pessimistic charge noise, much shorter pulses are actually preferred. Regardless, these

pulses have very poor fidelities; see App. E.3 for a discussion.) These pulses spend more

time around ε = 0, and are hence more sensitive to charge noise.

Next, we examine pulses in less favorable valley configurations. In Fig. 6.5(a), we plot

optimized infidelities for the cosine pulse as a function of δφ for three valley splitting regimes:

EvL = 100 µeV and EvR = 20 µeV (pink), EvL = 20 µeV and EvR = 100 µeV (blue), and

EvL = EvR = 20 µeV (black). For comparison, we include infidelities for EvL = EvR =

100 µeV shown in Fig. 6.2 (green). As expected, as we reduce the valley splitting in one

or both dots, gate infidelity increases across most δφ. This effect is small for δφ . 0.3π,

but worsens for larger phase differences. Nonetheless, in the optimistic charge noise regime,

there is still a wide range of δφ supporting charge-noise-induced gate infidelities < 10−4.

This picture is qualitatively similar for the other two pulse families as well (seep App. E.3).

Thus, as long as charge noise is limited, we expect that strongly-driven flopping mode qubits

are achievable across a wide range of valley parameters.

While each pulse family performs similarly here, there are some notable differences be-

tween each optimized pulse. To see this, we examine a representative case. In Fig. 6.4(a), we

plot the evolution of a state |ψ(t)〉 under the action of a pulse from each optimized family,



125

Rect.

t / Tres

(a)

(b)

W
n

W
n

W
n

t / Tres

Cos.

t / Tres

Charge-cos.

W0

W1

W2

W3

W4-7

W
n

Figure 6.4: Wavefunction evolution under an optimized pulse from each pulse family, assum-
ing EvL = EvR = 20 µeV and δφ = 0.5π. We plot the wavefunction weight W (as defined
in the main text) in each of the 8 instantaneous eigenstates for the duration of the pulse,
assuming |ψ(0)〉 is the ground state of the Hamiltonian. Curves in blue show the weight
for the ground (dark blue) and first excited (light blue) spin states. Curves in red show the
weight in the third (dark red) and fourth (light red) excited valley states. We plot pulses
optimized for σε = 1 µeV (a) and 15 µeV (b). We also include a zoomed-in view of the evo-
lution of the lowest two excited valley states for both (a) and (b). To highlight the relative
length of each pulse, we plot all pulses on the same x-axis scale. For all three pulse families,
the optimized pulses for σε = 15 µeV are significantly shorter.
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for the case EvL = EvR = 20 µeV, δφ = 0.5π, and σε = 1 µeV. We take the state |ψ(0)〉 to

be the instantaneous ground state at t = 0. We can express |ψ〉 in the basis of instantaneous

eigenstates, |ψ(t)〉 = ∑
n cn(t)|n(t)〉, where cn(t) is the component of |ψ〉 in eigentstate |n〉 at

time t. In Fig. 6.4, we plot Wn = |cn(t)|2, where we color the two lowest (spin) eigenstates

blue, and the next two excited (valley) eigenstates red. In the lower portion of Fig. 6.4(a),

we plot a zoomed-in picture of the evolution of the lowest two valley eigenstates. While

there is nonzero wavefunction weight in the excited valley states for all pulses, this weight

is visibly much larger for the rectangular pulses. Due to their stronger driving through the

anticrossing, these pulses create more Landau-Zener tunneling from the ground to excited

valley state. While all three pulses perform similarly in the presence of detuning fluctuations,

the greater excited valley occupation in the rectangular pulse family make it more sensitive

to fluctuations in other parameters, like the inter-valley coupling. We analyze this effect

more in Sec. 6.6.

As we increase the strength of the charge noise, this effect becomes even more apparent.

In Fig. 6.4(b), we plot the wavefunction evolution for optimized pulses for the same valley

configuration as in (a), assuming a charge noise parameter σε = 15 µeV. First, we note

that these pulses are all shorter than the pulses in (a). Since the impact of charge noise

compounds for longer pulses, the optimization favors shorter pulse duration in this case.

Second, the excited valley occupation is not significantly larger for the rectangular and cosine

pulses than for the charge-cosine pulse, since these two pulses have much stronger driving

through the valley anticrossing. As a result, these two pulses are much more sensitive to

small fluctuations in the valley parameters. In fact, for the rectangular and cosine pulses, we

expect small fluctuations in the valley parameters to be the dominant source of infidelity in

this regime, as we illustrate in Sec. 6.6. On the other hand, by avoiding valley excitations,

the charge-cosine pulse is relatively resilient to these valley fluctuations.
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Figure 6.5: Differing valley splittings (and valley phases) between the left and right dots ne-
cessitates valley-dependent pulse optimization. (a) Energy spectrum of the double quantum
dot for EvL = 20, EvR = 100 µeV (light gray), EvL = EvR = 100 µeV (gray), and EvL = 100,
EvR = 20 µeV (black), where the valley phase difference δφ = 0. [Note: the spin splitting is
too small to be resolved in this plot.] (b) The expectation 〈τz〉, averaged between the ground
and first excited state, as a function of detuning ε for the same three cases considered in (a).
Orange dotted lines indicate the theoretical results from Eq. (E.5). The same quantities are
plotted in (d) and (e), for a valley phase difference δφ = 0.9π.

6.5 The necessity of fine-tuning

In our optimization of flopping-mode pulses, we fine-tune each pulse for a given set of valley

parameters. While generalized pulses that work across all valley configurtations may be

more desirable, we show in this section that this fine-tuning is necessary to achieve very

high-fidelity qubit operations. In the disordered valley splitting regime, valley parameters

can vary significantly from dot to dot, so any given qubit will have random Ev and φv

distributions. As we show below, gates optimized for one set of valley parameters perform

poorly when used on others.

First, we analyze the energy spectrum, as a function of detuning, for several different

valley configurations. Figure 6.5(a) shows the energy spectrum for three such configurations,

each with δφ = 0: light gray lines show EvL = 20 µeV and EvR = 200 µeV, dark gray lines
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show EvL = EvR = 100 µeV, and black lines show EvL = 200 µeV and EvR = 20 µeV.

Clearly, the energy spectrum as a function of ε differs significantly for different EvL and

EvR, since the valley splitting is of the same order of magnitude as the orbital level spacing.

Moreover, these spectral differences lead to different effective spin Hamiltonians. To see

this, we plot the charge expectation value 〈τz〉ε in the ground state spin subspace, defined in

Eq. (6.4), as a function of ε in Fig. 6.5(b), for each of the three configurations in (a). Again,

we see significant variation across the three cases. As described in Sec. 6.2 and Eq. (6.5),

the quantity 〈τz〉ε is approximately proportional to the pulse amplitude in spin space. So,

if the function 〈τz〉ε is not constant across the three valley configurations, then the same

detuning pulse ε(t) will implement different spin rotations. In this regime where δφ = 0,

we can also derive the simple analytical formula for 〈τz〉ε, given in Eq. (E.5) and plotted

as orange dotted lines in (b) [see Appendix E.1]. The picture is complicated further by a

valley phase difference, δφ. In Fig. 6.5(c), we again plot spectra for the three valley splitting

configurations considered in (a), this time assuming a valley phase difference δφ = 0.9π.

In Fig. 6.5(d), we plot the resulting 〈τz〉ε for the three spectra in (c). Thus, the resulting

spin pulse amplitude depends both on the valley splitting configuration, as well as the valley

phase difference, across the double-dot.

Now, we analyze how failure to account for differences in valley splitting and valley phase

results in poorer gate fidelities. First, we consider a cosine pulse, optimized for EvL = EvR =

100 µeV, with δφ = 0. In this configuration, the pulse achieves infidelity I0 ≈ 10−6 in the

absence of charge noise, as we see in Fig. 6.6(a). Then, we modulate the underlying valley

configuration, by varying EvL (orange line) or EvR (black dashed line), and we plot the

resulting pulse infidelity as a function of ∆Ev = EvL − EvR in Fig. 6.6(a). Away from the

optimal point ∆Ev = 0 in either direction, we see that I0 quickly grows. For comparison, we

include pulse infidelities for gates optimized for each valley configuration (orange and black

circles), which remain around 10−6 across the full range of parameters here. Thus, if we

do not fine-tune our pulses for a given valley configuration, we cannot expect high-fidelity
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Figure 6.6: Failing to account for individual valley parameters results in poor pulse fidelities.
(a) We plot gate infidelities for cosine pulses without any charge noise (I0) as we modulate the
valley splitting. First, we show infidelities of pulses fine-tuned for each valley configuration,
for double dots with EvR = 100 µeV (orange circles) and EvL = 100 µeV (black circles). We
also show the infidelity of a single pulse, fine-tuned for EvL = EvR = 100 µeV, as manipulate
the valley splitting configuration (orange and black dashed lines). (b) The relatively small
difference between a pulse fine-tuned for EvL = EvR = 100 µeV (red) and a pulse fine-tuned
for EvL = 200 µeV and EvR = 10 µeV (blue). These pulses correspond to the infidelities
marked with a red triangle and blue square in (a). (c) For a double-dot with EvL = EvR =
100 µeV, we vary δφ and plot the resulting fidelities wihtout charge noise. We show fidelities
for pulses fine-tuned for each δφ (red circles), and the infidelity of a single pulse, fine-tuned
for δφ = 0 (black). (d) For the three cases marked in (c), we plot a single period of the
fine-tuned pulse, showing clear differences in amplitude and offset.
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pulses. Finally, we highlight the small difference between an optimized and un-optimized

pulse. In Fig. 6.6(b), we plot one period of a pulse optimized for EvL = EvR = 100 µeV

(red), as well as a pulse optimized for EvL = 100 µeV and EvR = 20 µeV (blue). These

pulses correspond to the red triangle and blue square in Fig. 6.6(a), and they differ by about

40 µeV across their duration, resulting in a difference in infidelity of nearly three orders of

magnitude.

The variation between optimal and sub-optimal pulses becomes more apparent when we

allow changes to δφ. In Fig. 6.5(c), we plot the infidelity I0 for pulses optimized for δφ

between 0 and 0.9π (red circles). Again, we consider valley splittings EvL = EvR = 100 µeV.

We also consider the performance of a single pulse optimized for δφ = 0 as we modify the

underlying δφ (black). Clearly, as δφ increases from 0, the infidelity of the non-fine-tuned

pulse quickly grows, while the fine-tuned pulses remain high-fidelity across a wide range of

δφ. For the three positions marked in Fig. 6.5(c), we plot a single period of the fine-tuned

pulses in (d), displaying clear differences in the optimal pulse amplitude and offset. Hence,

in a quantum computing architecture based on the flopping-mode qubit, we expect each

single-qubit gate to require valley-dependent fine-tuning to achive very high fidelities.

6.6 Other sources of infidelity

In the optimization procedure we describe in Sec. 6.3, we have designed pulses that account

for detuning fluctuations δε between each dot in the double-dot qubit. These detuning

fluctuations occur due to fluctuating lateral electric fields, δElat = δElat,xx̂+ δElat,yŷ, due to

fluctuating charge impurities in the heterostructure [58]. If the double-dot detuning axis is

along x̂, then a lateral field fluctuation produces a detuning fluctuation

δε = edδElat,x, (6.17)
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Figure 6.7: Schematic illustration of how charge noise results in valley splitting fluctuations.
(a) Illustrations of the two heterostructure types we consider in this work: a QW with 5%
Ge in the QW center (red), and a conventional 10 nm QW (blue). (b) Simulation of Ev
across a 100 × 100 nm2 region of heterostructure for a conventional 10 nm QW. The circle
of radius adot represents a quantum dot, which is displaced by an amount δx in the presence
of a lateral electric field fluctuation.

where d is the inter-dot distance. In this work, we consider d = 60 nm, resulting in a

tc ≈ 100 µeV (see Appendix E.7). Fidelity estimates for spin qubits in Si/SiGe often focus

on these detuning fluctuations [13, 15, 41, 105, 186].

However, these direct detuning fluctuations are not the only possible source of qubit

infidelity. Given a quasistatic lateral electric field fluctuation δElat,x, the center of the dot

confinement potential shifts by an amount

δx = eδElat,x

mtω2
orb

, (6.18)

resulting in a small shift in the dot center. This causes the dot to sample a slightly different

disorder landscape, due to both the random-alloy disorder and interface steps inevitable in

Si/SiGe heterostructures. In turn, this disorder causes small shifts in the qubit parameters

of Eq. (6.1), like the orbital levels, tunnel coupling, and inter-valley coupling. This effect

is illustrated schematically in Fig. 6.7(b), where we have simulated a map of Ev across

a 100 × 100 nm2 region of heterostructure. The two circles represent a dot which has

been shifted by an amount δx in response to a lateral field. (This shift has been greatly

exaggerated for visual effect.) By moving the dot across a fluctuating Ev landscape, charge
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noise slightly modulates the valley coupling parameters ∆L and ∆R. The same picture holds

for fluctuations to the orbital energies in each dot as well as the tunnel coupling. We analyze

the impact of these fluctuations below.

To simulate the disorder landscape, we also need to specify the type of heterostructure

used. As described in Sec. 6.2.2, the average valley splitting depends on the disorder pa-

rameter σ∆, which in turn depends on the wavefunction overlap with high-Ge layers in the

heterostructure. In heterostructures with larger Ge overlap, we can expect larger fluctuations

to all three quantities consider here. To make concrete estimates, we therefore analyze two

representative heterostructures, illustrated in Fig. 6.7(a): a conventional 10 nm QW with

no additional Ge (labeled 0% Ge) and a heterostructure with uniform 5% Ge in the QW.

These high-Ge heterostructrues have been proposed to boost the average valley splitting in

quantum dots [119, 145], which would benefit flopping mode qubits, as discussed above. For

example, using Eqs. (6.7) and (6.8), we estimate Ēv ≈ 360 µeV in the 5% Ge QW, while

Ēv ≈ 49 µeV for the conventional 0% Ge QW. However, this large average Ev comes with an

increased sensitivity to charge noise in some regimes, which we analyze below. More details

on the design of each heterostructure and the calculation of their average valley splittings is

given in Appendix E.4

6.6.1 Orbital energy and tunnel coupling fluctuations

First, we analyze the impact of small shifts in each dot’s orbital confinement energy, due

to both alloy disorder and interface steps. If the fluctuation δEorb is different in each dot,

the result is an effective detuning fluctuation, δεeff = δEorb,L − δEorb,R. However, we find

these shifts to be subdominant compared to the direct detuning fluctuations δε, given by

Eq. (6.17). We provide details of this analysis in Appendix E.6.

Next, we analyze the impact of small shifts to the tunnel coupling tc in the presence of

lateral field fluctuations, due to both alloy disorder and interface steps. For the charge noise

regimes considered in this work, these fluctuations are . 10−1 µeV. Again, we find these
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Figure 6.8: Infidelity due to valley fluctuations in the optimistic charge noise regime. For
each pulse family (rectangular, cosine, and charge-cosine), we plot the expected infidelity due
to charge noise Iave, computed with Eq. (6.16) (colored lines) for both EvL = EvR = 100 µeV
(a) and EvL = EvR = 20 µeV (b), as we vary δφ between 0 and 0.9π. (The insets in the
right panels indicate the valley splitting configuration.) The Iave curves plotted in (a) are
the same as in Fig. 6.2(a). We also indicate the expected infidelity due to valley fluctuations,
as described in the main text, for conventional 10 nm QWs (blue squares) and 5% Ge QWs
(red squares). The gray region indicates the baseline pulse infidelity with no charge noise
and serves as an effective lower bound.

have little impact on qubit fidelity, and we leave our detailed analysis to Appendix E.7.

6.6.2 Valley coupling fluctuations

Next, we analyze the impact of small shifts to the inter-valley coupling parameters ∆L and

∆R due to lateral field fluctuations. Unlike fluctuations in the orbital energy and tunnel

coupling, these effects can have a dominant impact on qubit infidelity in some regimes.

Firsrt, we need to estimate the expected size of these fluctuations. As derived in Refs. 119,

the spatial covariance between the inter-valley coupling in a single dot, measured at two

positions in the heterostructure separated by a distance δr, is given by

Cov[∆1,∆2] = e−δr
2/2a2

dotσ2
∆ (6.19)
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where ∆1 and ∆2 indicate the inter-valley couplings measured with a spacing of δx. Thus, the

difference in inter-valley coupling δ∆ = ∆2 −∆1 is given by a complex normal distribution

with variance

V[δ∆] =
(
1− e−δr2/2a2

dot
)
σ2

∆. (6.20)

Thus, for any given displacement of the dot center δr, we can determine the distribution of

the resulting valley fluctuations using Eq. (6.20). The above analysis has been performed

for an isotropic and harmonically confined single quantum dot, not a double-dot. However,

we expect this analysis to approximately hold for each dot in the double-dot qubit, as long

as each dot is well-separated.

Now, we need to relate the detuning fluctuations δε to electric field fluctuations δElat.

Examining Eq. (6.17), we observe that our charge noise metric σε is related to a lateral field

fluctuation by the following:

σε = edσEx (6.21)

where σEx = Std[δElat,x]. Here, we have assumed Elat,x is zero-mean and normally dis-

tributed. We further assume lateral field fluctuations in the x̂ and ŷ direction are isotrop-

ically distributed and equally likely, so we have σE := σEx = σEy . Thus, by specifying

the charge noise parameter σε, we can determine the expected distribution of lateral field

fluctuations, given by σE.

Now, we can examine the impact of inter-valley coupling simulations. To do so, we use

the following Monte Carlo simulation procedure. First, we specify the charge noise regime

σε and the valley configuration EvL, EvR, and δφ. We also specify a heterostructure type

(either a conventional 0% Ge or a 5% Ge device), which determines the disorder parameter

σ∆. Then, we obtain the optimized pulse for these parameters, following the steps in Sec. 6.3.

Next, we perform 500 iterations of the following steps: (1) Randomly generate a lateral field

fluctuation in the x̂ and ŷ direction according to Eq. (6.21); (2) For a given Elat,x and

Elat,y, we compute the dot displacement δr =
√
δx2 + δy2, where δx and δy are computed
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according to Eq. (6.18); (3) For a given δr, we randomly generate inter-valley coupling

fluctuations for each dot in the double-dot qubit, δ∆L and δ∆R, according to Eq. (6.20); (4)

We apply the fluctuations δ∆L and δ∆R to the Hamiltonian, and we simulate the fidelity of

the optimized pulse under these new conditions. By averaging the resulting infidelities over

500 iterations, we obtain the expected infidelity due to ∆ fluctuations, averaged over lateral

field fluctuations and random alloy disorder, for a fixed set of valley parameters. Importantly,

we do not include detuning fluctuations (δε) in our estimate of the pulse infidelity. Thus, this

procedure computes the infidelity attributable to inter-valley coupling fluctuations alone.

First, we consider the optimistic charge noise regime, σε = 1 µeV, and a favorable valley

configuration, EvL = EvR = 100 µeV. We summarize infidelities for this configuration,

for all three pulse families, in Fig. 6.8(a). In these plots, red and blue squares indicate

infidelity due to ∆ fluctuations alone, for conventional 10 nm QWs (blue) and 5% Ge QWs

(red). We also indicate the expected infidelities due to detuning fluctuations, computed

with Eq. (6.16) [colored lines, same data as in Fig. 6.2(a)]. The gray boundary highlight the

baseline infidelities I0, with neither detuning fluctuations nor ∆-fluctuations, and serves as an

effective lower-bound fidelity for each pulse. Examining Fig. 6.8(a), we see that the infidelities

including ∆-fluctuations are not much worse than baseline infidelities, and the expected

infidelity due to detuning fluctuations is generally much larger. Furthermore, across all

three pulse families, we can reliably achieve total infidelity < 10−4 for δφ ≤ 0.9π, estimated

by summing the contributions from ε-fluctuations and ∆-fluctuations.

Next, we examine a slightly worse valley configuration, EvL = EvR = 20 µeV, in

Fig. 6.8(b). This time, ∆ fluctuations are no longer negligible; in many instances, the infi-

delity due to valley fluctuations exceeds that of detuning fluctuations. This effect is larger

for the 5% Ge QWs, where δ∆ can be much larger for the same lateral field. For the 5% Ge

QW, there are even points with fairly small δφ where the infidelity exceeds 10−4, especially

for the rectangular and cosine pulse families. Nonetheless, this problem is less extreme for

the charge-cosine pulse, due to its weaker driving through the anticrossing. For this pulse,
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Figure 6.9: Infidelity due to valley fluctuations in the pessimistic charge noise regime. All
plots show the same data as in Fig. 6.8, but we use σε = 15 µeV when optimizing pulses and
evaluating charge noise.

we note that the total infidelity, estimated by summing the infidelities due to ∆-fluctuations

and detuning fluctuations, remains below 10−4 for δφ ≤ 0.7.

Finally, we examine the pessimistic charge noise regime, σε = 15 µeV, for the same two

valley configurations considered above. For the configuration EvL = EvR = 100 µeV, there

is a modest range of δφ ≤ 0.5π that achieves infidelities < 10−4 for the rectangular and

cosine pulses, as we see in Fig. 6.9(a). Nonetheless, both pulses are somewhat sensitive

to valley fluctuations, especially at larger δφ. The charge-cosine pulse, on the other hand,

is not sensitive to valley fluctuations in this regime, but due to its weaker driving, it is

more sensitive to charge noise. Hence, this pulse does not achieve infidelities < 10−4 for

σε = 15 µeV.

In the less favorable valley configuration EvL = EvR = 20 µeV, the picture is considerably

worse. For both the rectangular and the cosine pulse families, valley fluctuations totally

dominate detuning fluctuations, even for fairly small δφ. Except for δφ = 0, there is no

configuration with infidelities reliably below 10−4. In this regime, the charge-cosine pulse
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performs significantly better, since it is relatively insensitive to valley fluctuations, achieving

a total infidelity ≤ 3× 10−4 for δφ between 0 and 0.4π. Yet, across our three pulse families,

we find no true high-fidelity pulses.

6.6.3 Lessons for future pulse optimization schemes

We have shown above that for favorable valley configurations and low levels of charge noise,

detuning fluctuations are the dominant source of infidelity in strongly-driven flopping mode

qubits. In these circumstances, it suffices to model the noise as a detuning fluctuation and

to optimize pulses as we have done in Sec. 6.3. However, in configurations with unfavorable

valley splittings or large charge noise, infidelity due to valley fluctuations can be larger

than the infidelity due to detuning fluctuations alone. This is especially true for high-Ge

heterostructures. In this regime, pulse optimization schemes must account for these valley

fluctuations. This not only requires a full characterization of the valley splittings and valley

phase difference in the double-dot system, but also a characterization of the valley response to

nearby noise sources. This will further complicate the pulse optimization procedure, adding

overhead to the tune-up process in a large quantum processor. We view this as additional

evidence that, to build scalable quantum processors, it is tremendously important to (1)

reduce charge noise, and (2) reliably increase valley splittings. Doing so not only boosts

qubit fidelities, but also makes qubit optimization more straightforward.

6.7 The scalability of flopping-mode qubits

Here, we discuss implications of our work for the scalability of flopping-mode qubits. In

particular, for heterostructures in the disordered valley splitting regime, the valley param-

eters Ev and δφ are randomized from dot to dot. As we note above, flopping-mode qubit

operations are, in some cases, very sensitive to these valley parameters. So, there is no guar-

antee that any given double-dot will enable a successful flopping-mode qubit. For example,
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Figure 6.10: By engineering some tunability to our quantum computing architecture, we sig-
nificantly improve the probability of finding high-quality qubits. (a) We plot Pfail, computed
using Eq. (6.22), as we allow the dot some lateral adjustability within the range [0,∆y],
illustrated schematically in the inset. Each data point is computed from 2,500 instantiations
of random alloy disorder. We use heterostructures with minimum Ge concentrations from
0 to 5%. For comparison, we include the lower bound Pphase, computed using Eq. (6.23).
(b) We plot Pfail for quantum dot grids of various sizes, as illustrated on the right, for the
same Gmin shown in (a). Each data point computed from 10,000 random instantiations of
the valley parameters in each dot. We note that for Gmin ≥ 1% , the numerically calculated
Pfail goes to zero.

in double-dots with small EvL(R) or valley phase differences δφ ∼ π, high-fidelity operations

may not be possible. Given such an unfavorable configuration, though, it is possible to tune

the system into a better-performing state by taking advantage of the random nature of the

valley parameters. Here, we explore two strategies to improve qubit fidelities, assuming an

optimistic charge noise regime σε = 1 µeV.

First, we utilize lateral displacement of the double-dot system along a direction perpen-

dicular to the detuning axis, which can be accomplished by modulating the screening gate

potentials [pictured in the inset to Fig. 6.10(a)]. By moving the dot across the heterostruc-

ture, we sample a different instantiation of random alloy disorder, which modifies the valley

parameters. Lateral displacements of up to 20 nm have already been demonstrated experi-

mentally [51, 79], so we view this as a realistic scaling strategy. Second, we consider sparse

grids of quantum dots, as depicted in Fig. 6.10(b), where any two neighboring dots can be

used as a flopping mode qubit. For a system with two dots, there is only one possible flop-

ping mode qubit. However, for a system with four dots in a diamond configuration, there are

four possible flopping-mode qubits, indicated as orange links in Fig. 6.10(b). If a magnetic
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field gradient can be produced across x̂, each of the four qubits will have roughly the same

magnetic parameters. Likewise, for a nine-dot grid, there are 12 potential double-dot qubits.

By increasing the grid size, we increase the probability that any two neighboring dots will

realize a high-fidelity flopping mode qubit. This method achieves better qubit operations at

the expense of creating more dots. However, since quantum dots in Si are small, we view

this is a reasonable price to pay.

Finally, we also consider the impact of high-Ge quantum wells in both of the strategies

outlined above. Adding Ge to the quantum well can boost average Ev, making it likelier

to achieve a high-fidelity valley configuration. Moreover, in Sec. 6.6, we showed that the

impact of the resulting charge-noise-induced valley fluctuations can be mitigated by oper-

ating at large Ev or by careful pulse shaping. Here, we consider QWs with minimum Ge

concentrations Gmin ranging frmo 0 to 5%.

6.7.1 Defining a success criterion

Before we proceed, we must estimate the likelihood that any one double-dot will enable

a high-fidelity gate. Examining Fig. 6.8(a), we note that there is a wide space of valley

parameters where we expect total infidelities < 10−4 are achievable under our optimistic

charge noise assumption, σε = 1 µeV. We conservatively estimate that if EvL and EvR ≥

100 µeV and |δφ| ≤ 0.9π, a good quality gate can be constructed for any of the three

pulse families. Additionally, from Fig. 6.8(b), we estimate that even in less favorable valley

configurations, if EvL and EvR ≥ 20 µeV and |δφ| ≤ 0.7π, a low-infidelity gate can be made

from the charge-cosine pulse family. If either of the two above conditions are met, we claim

that a given qubit will succeed. Now, our goal is to estimate Pfail, the probability that neither

of the conditions is met:

Pfail = 1− P
[
EvL, EvR ≥ 100 eV, δφ ≤ 0.9π or EvL, EvR ≥ 20 eV, δφ ≤ 0.7π

]
. (6.22)
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Equation (6.22) defines our approximate success criterion.

6.7.2 Lateral displacement

First, we consider lateral displacements of the dot position in the heterostructure. For each

iteration, we simulate the valley splitting in each of the two dots as it is displaced by up to

25 nm across the heterostructure. We assume Ev in the left and right dots are uncorrelated,

but Ev in either dot is correlated with itself as the dot moves over small distances (see

Appendix E.8 for more details). Then, for a given amount of lateral displacement ∆y, we

compute whether or not the success criterion is met for some position y in the interval [0,∆y].

Repeating this procedure for 2,500 instantiations of random alloy disorder, we can estimate

Pfail. We perform the above analysis for displacements up to 25 nm and for heterostructures

with Gmin ranging from 0 to 5%.

The resulting estimates of Pfail are plotted in Fig. 6.10(a). For heterostructures with a

modest amount of Ge in the QW, the lateral tunability significantly improves success rates.

For Gmin ≥ 3 %, we find that Pfail ≤ 1 % for ∆y = 20 nm. We also observe that the Pfail

curves for different Gmin saturate for Gmin ≥ 3 %, with no significant improvement observed

beyond 3% Ge. For heterostructures with a modest amount of Ge, the valley splitting in

each dot is no longer the limiting constraint. Instead, it is the phase difference δφ, which is

uncorrelated with the average valley splitting in a quantum well. To see this, we can also

estimate the probability that the phase condition is not met, ignoring the valley splitting

condition:

Pphase = P (|δφ| > 0.9π for all y ∈ [0,∆y]) . (6.23)

Estimates of Pphase from Eq. (6.23) are plotted as a dashed black line in Fig. 6.10(a). We see

that Pphase forms a lower-bound on Pfail. Furthermore, since Pphase is independent of Gmin,

increasing the Ge content of the QW cannot reduce Pfail beyond this bound.
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6.7.3 Sparse quantum dot grids

Next, we consider grids of quantum dots, within which we select two neighboring dots to

house our qubit. As described above, such sparsely-populated grids come with a space over-

head, but they allow us to sample from more possible valley parameters to select a good

qubit. As described above, there is one possible qubit for a two-dot configuration, four

possible qubits in a four-dot configuration, and twelve possible qubits in a nine-dot config-

uration. To estimate Pfail, we generate 10,000 values of the inter-valley coupling ∆ for each

dot in the n-dot system. Again, we assume ∆ is uncorrelated for neighboring dots. Then,

we evaluate if any of the dot pairings highlighted in Fig. 6.10(b) meet our success criterion.

Results are plotted in Fig. 6.10(b). Notably, we see that if Gmin > 0, Pfail drops below 1% for

the four-dot configuration. In the nine-dot configuration, we find zero configurations where

no suitable qubit cannot be found for all Gmin > 0. Thus, by manufacturing sparse quantum

dot grids, combined with a small amount of Ge in the quantum well to boost average Ev, we

can engineer systems with many high-fidelity qubits with high success probability. We also

analyze linear grids of qubits in Appendix E.9, where we find they have slightly larger Pfail

than square grids of the same size, but they nonetheless significantly reduce Pfail compared

to the base case.

6.8 Conclusion

In this work, we analyze the performance of flopping-mode quantum dot qubits in Si/SiGe.

We develop an algorithm to optimize single-qubit rotations in the presence of charge noise

and random valley disorder. We show that in the weak-noise limit, high-fidelity pulses can

be achieved across a range of valley parameters. In the strong-noise limit, high fidelity

pulses can still be achieved, provided the valley splitting in each dot is large and the valley

phase difference between dots is relatively small. In addition to the typical detuning noise,

we analyze the impact of small noise-induced fluctuations to the other qubit parameters.
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We find that, in some regimes, small fluctuations to the valley parameters are actually the

dominant source of infidelity, but this infidelity can be mitigated by softening the driving

through the valley anticrossing. Finally, we analyze schemes to avoid unfavorable valley

configurations, including lateral displacement of the double-dot and sparse grids of quantum

dots. We find both schemes significantly enhance the probability of achieving high-fidelity

qubit rotations.
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Chapter 7

Strategies for enhancing spin-shuttling

fidelities in Si/SiGe quantum wells

with random-alloy disorder

This chapter is adapted from the preprint arXiv:2405.01832, “Strategies for enhancing spin-

shuttling fidelities in Si/SiGe quantum wells with random-alloy disorder,” by Merritt P.

Losert*, Max Oberländer*, Julian D. Teske, Mats Volmer, Lars R. Schreiber, Hendrik

Bluhm, S. N. Coppersmith, and Mark Friesen. This was a collaborative effort between our

group at Wisconsin and the group of Lars Schreiber and Hendrik Bluhm at RWTH Aachen

University. Max Oberländer and I were equal contributors to this work. Max developed the

numerical spin shuttling simulations, I generated the valley splitting landscapes and valley

theory, and together we conceived of the strategies to improve shuttling fidelities outlined in

this paper, with input from all the authors.

7.1 Introduction

Quantum dots formed in Si/SiGe heterostructures are a promising technology for scalable

quantum computing. Their strengths include the fact that silicon and germanium both
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have abundant zero-spin isotopes and are compatible with existing semiconductor fabrication

technologies. Moreover, one- and two-qubit gate fidelities in Si/SiGe have now exceeded 99%

[131, 142, 213]. However, scalable quantum computing also requires the coupling of distant

qubits, which is not possible via short-ranged exchange interactions. Coupling qubits beyond

the nearest neighbor is therefore a topic of great current interest [28, 80, 150, 155, 168, 188,

191, 203, 204]. Among other approaches [108, 155, 175], one promising strategy consists of

physically shuttling the qubits over distances of one or more microns [24, 67, 87, 106, 109,

133, 141, 167, 179, 212, 222, 232].

Two main shuttling schemes have been proposed for quantum dot qubits: the bucket-

brigade mode and the conveyor mode. In the bucket-brigade mode, the electron is moved

serially along a line of quantum dots, by modulating the detuning potential between nearest

neighbors [109, 133]. In the conveyor mode, which is the topic of this work, phase-shifted

sinusoidal potentials are applied to interleaved clavier gates along a channel defined by two

screening gates, yielding a moving potential well that carries the electron across a device [109].

A schematic illustration of a conveyor-mode device is shown in Figs. 7.1(a) and 7.1(b).

Experimentally, high-fidelity charge shuttling of electrons has now been demonstrated in

silicon over distances of ∼ 20 µm [133, 167, 212], while phase-coherent shuttling has been

demonstrated over distances of ∼ 400 nm [179] and over a cumulative distance of 10 µm using

four of the dots in a 6-dot device [45]. Other experiments have demonstrated transfer across

a double dot [141], and repeated transport of spins, without spin flips, through a short dot

array [232]. However, an important question remains: what are the dominant limitations to

coherent spin transfer over extended distances?

One of the main challenges for Si/SiGe qubits, which also affects spin shuttling, is the

near-degeneracy of the two low-lying valley states [31, 231]. The energy spacing between

these states, known as the valley splitting, can be as large as 300 µeV in some cases, but can

also be lower than 30 µeV [19, 22, 60, 79, 128, 129, 139, 143, 163, 171, 225]. Recent theoretical

advancements have shown that, for current state-of-the-art heterostructures, random-alloy
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Figure 7.1: Schematic illustration of a conveyor-mode spin-shuttling device: (a) side view;
(b) top view. A quantum dot in a Si quantum well is confined vertically by the SiGe
barriers, and laterally by the electrostatic potential from screening gates (S) and stacked
clavier (C) gates. Phase-shifted sinusoidal ac fields are applied to the C gates, yielding a
moving potential minimum that carries the electron across the device [109]. (c) Simulated
valley-splitting landscapes (top view), as described in Sec. 7.3.2, for quantum wells of width
10 nm (top) or 3 nm (middle), and a 10 nm quantum well with a uniform 5% concentration
of Ge (bottom). Results are shown for a 500× 50 nm2 shuttling channel, where “dangerous”
regions with Ev ≤ 20 µeV are highlighted in red. We also indicate the average valley splittings
for these three quantum wells on the colorbar.

disorder in the quantum well barriers is the source of the wide valley-splitting variability

[115, 119, 145, 147]. Crucially, large valley-splitting fluctuations are even observed in neigh-

boring dots formed on the same chip [117, 119, 124]. These fluctuations inevitably lead to

local regions with relatively low valley splittings [199]. While a stationary spin qubit can

potentially be shifted away from such a region [51, 79, 171], such fluctuations pose a greater

challenge for spin shuttling experiments, where a quantum dot is rapidly shuttled across an

extended and highly variable valley-splitting landscape.

Previous theoretical work has considered both the bucket-brigade and conveyor modes

of shuttling [23, 30, 71, 104, 109, 114, 229]. Detailed models have been employed to study

spin transfer; however at present, an extensive analysis of valley-splitting variations is still

lacking for realistic heterostructures. In the current work, we incorporate a realistic statistical

description of valley-splitting variations caused by alloy disorder, and we apply this to a

conveyor-mode shuttling process. In particular, we apply the valley-splitting theory derived

in Refs. [119, 145] to an effective dynamical model that captures the relevant effects in the

parameter regime of interest. Our results show that large valley-splitting variations can

cause leakage to the excited valley state, posing a significant challenge for conveyor-mode
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shuttling architectures where the valley splitting is dominated by alloy disorder. To address

this problem, we consider variations of the conventional quantum-well heterostructure that

reduce the size of regions with low valley splitting. We also propose and investigate several

control strategies to suppress valley-state excitations. By combining these strategies, we

show that shuttling fidelities can be improved by several orders of magnitude, enabling high-

fidelity shuttling over distances of 10 µm. A summary description of these strategies is given

in Table 7.1.

The paper is organized as follows. In Sec. 7.2, we provide an intuitive explanation for the

dangers of low valley splitting in shuttling experiments. In Sec. 7.3, we review the theory of

valley splitting in the presence of alloy disorder. Section 7.4 describes the numerical model

we use to simulate spin shuttling, and outlines possible tuning strategies that mitigate the

effects of valley excitations. In Sec. 7.5, we describe the results of shuttling simulations across

a 10 µm device, while employing different mitigation strategies. In Sec. 7.6, we comment on

the potential scalability of these schemes. Finally in Sec. 7.7, we summarize our findings and

discuss future paths for spin shuttling. Additional details are provided in the Appendices.

7.2 Effects of valley leakage on spin shuttling

In this section, we outline the problems caused by small valley splittings in spin shuttling

experiments, leaving mathematical and computational details for later sections. The main

problem is leakage outside the computational subspace caused by Landau-Zener transitions

from the valley ground state to the valley excited state. Since the Landé g factor differs by

a small amount δg for these two states, valley excitations cause undesired spin rotations and

dephasing. For example, for an external magnetic field of 0.5-1 T [60, 152], the inter-valley

Zeeman energy difference can be of order ∆EB/h = 10 MHz, yielding spin rotation errors in

about 100 ns. In principle, fast valley relaxation processes could mitigate this problem, as

we discuss briefly in a later section. However, we do not attempt to leverage this effect here,
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and we simply consider valley excitations as errors.

Recent theoretical work has identified two valley-splitting regimes: disordered vs deter-

ministic [119]. Since deterministically enhanced valley splittings are extremely difficult to

achieve in the laboratory, we focus mainly on the disordered case here.

In the disordered regime, valley splitting variability is attributed mainly to alloy disorder,

due to the electron overlap with the SiGe alloy. As the Ge exposure increases (for example,

by adding Ge to the quantum well), the variability and average value of the valley splitting

Ev also increase. This trend is evident in Fig. 7.1(c), where we show results of valley-splitting

simulations for three different quantum-well profiles, all in the disordered regime. Here in

red, we highlight regions where Ev < 20 µeV, which pose a significant risk for shuttling at

speeds of a few meters per second, due to enhanced Landau-Zener tunneling into the excited

valley state. (See Section F.3 for details.) In the top panel, we consider a conventional

quantum well of width 10 nm, and top and bottom interface widths of 1 nm. Here, large

portions of the device exhibit dangerously low valley splittings. In the lower two panels,

the Ge exposure is further enhanced: the middle panel shows a narrow 3 nm quantum well

with 1 nm interfaces, while the lower panel shows a 10 nm quantum well, with a uniform

5% Ge concentration inside the quantum well. As consistent with our expectations, the

size of the dangerous regions decreases in these examples. However, regions of low Ev still

persist. Indeed, as shown in Sec. 7.3.2, such regions are statistically guaranteed to exist in the

disordered regime. For a long-enough shuttling trajectory, a dot is very likely to encounter

at least one such region, resulting in valley excitations and subsequent phase errors. In the

disordered regime, additional tuning strategies are therefore needed to achieve high shuttling

fidelities, as described in Sec. 7.5.

In Sec. 7.5.7, we also briefly consider the possibility of valley excitations in the determin-

istic regime. In this case, the valley splitting can be made uniformly large, with no randomly

small values. Inter-valley leakage is then strongly reduced, even in the presence of interfa-

cial disorder, so that high-fidelity spin shuttling is relatively easy to achieve. (See Fig. F.1,
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below, and Section F.1 for further details.) However, as noted above, this regime is very

difficult to reach experimentally, since it requires the presence of very abrupt features in the

quantum-well profile (e.g., super-sharp interfaces, narrower than three atomic monolayers,

or 0.4 nm [119]). State-of-the-art growth processes have been shown to produce quantum

well interfaces with characteristic widths of 0.8 nm, which do not fall into the deterministic

regime [145].

Recent work has therefore suggested alternative strategies for achieving consistently large

valley splittings in Si/SiGe systems. For example, shear-strain is known to affect valley

splitting in Si systems [4, 180, 192], and recent theories have proposed to use shear strain to

boost valley splittings in Si/SiGe quantum dots [210]. However, some of these techniques may

likewise be challenging to implement in the laboratory. Consequently, we expect the great

majority of Si/SiGe devices should fall into the disordered regime, which is more consistent

with current fabrication techniques. We therefore focus mainly on the disordered regime in

this work.

7.3 Valley-splitting model

7.3.1 Effective-mass theory

In this work, we adopt an effective-mass envelope-function formalism to study the valley

states, as outlined in Refs. [119, 145]. In this model, the ±z valley wavefunctions are

approximated by

ψ±(r) = e±ik0zψenv(r), (7.1)

where k0 = 0.82(2π/a0) is the position of the valley minimum in the first Brillouin zone and

a0 = 0.543 nm is the size of the conventional Si unit cell. For our purposes, the envelope

function ψenv is approximately identical for both valleys. The inter-valley coupling matrix
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element is defined as

∆ = 〈ψ−|H|ψ+〉 =
∫
d3r e−2ik0zUqw(r)|ψenv(r)|2, (7.2)

where the quantum-well confinement potential Uqw is the only term in the Hamiltonian H

that significantly couples the two valley states. Since the Ge concentration of the atomic

layers along ẑ plays an important role in determining the valley splitting, we may discretize

the integral in Eq. (7.2) as follows:

∆ = a0

4
∑
l

e−2ik0zlUqw(zl)|ψenv(zl)|2, (7.3)

where l is the atomic layer index. The resulting valley splitting is given by Ev = 2|∆|.

The principal observation of Refs. [119, 145] is that alloy disorder partially randomizes

∆. We therefore write ∆ = ∆0 + δ∆, where ∆0 is the deterministic contribution to ∆, and

δ∆ arises from random variations of the Ge concentration. To compute these quantities,

we define the Si concentration in layer l as Xl, where Xl is averaged over the area of a

quantum dot, while the mean concentration X̄l is averaged over the whole atomic layer. In

Appendix F.5, we provide more precise definitions of these quantities, and we describe the

relation between Xl and Uqw(zl), where the latter also depends on the dot size and location.

Following Refs. [119, 145], we characterize the statistical properties of ∆ in terms of the

variance of δ∆, given by

σ2
∆ = Var[δ∆] = 1

πaxay

[
a2

0∆Ec
8(Xw −Xs)

]2∑
l

|ψenv(zl)|4X̄l(1− X̄l). (7.4)

Here, we assume the dot is in the ground state of a lateral harmonic confinement potential

with characteristic level spacings ~ωx(y) along the principle x(y) axes, and characteristic

length scales ax(y) =
√
~/mtωx(y), where mt = 0.19me is the transverse effective mass in Si.

The quantity ∆Ec defines the conduction-band energy offset between the strained quantum
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Figure 7.2: Points of vanishing valley splitting are topologically guaranteed to occur in the
disordered regime. (a),(b) Real and imaginary components of the inter-valley coupling ∆,
computed across a typical 100 × 100 nm2 region of heterostructure, as described in the
main text. Solid and dashed lines highlight contours where Re[∆] = 0 and Im[∆] = 0,
respectively. (c) The valley splitting Ev = 2|∆|, obtained from (a) and (b), with the same
contours superimposed. Correlations are observed between these contours and regions with
low Ev. Intersections between the contours correspond to points of vanishing Ev. A sample
path across the heterostructure (purple line) passes nearby one such intersection. (d) The
inter-valley coupling ∆, and (e) the valley splitting Ev, along the same path shown in (c).
(f) Leakage to the excited valley state caused by Landau-Zener tunneling, simulated for a
dot traveling at a velocity of 1 m/s along the same path.

well and the strain-relaxed SiGe barriers. While the quantum well is conventionally formed

of pure Si, we also consider more general situations where the well is formed of SiGe alloy,

with a different composition than the barriers. The variables Xw and Xs then indicate the Si

concentrations of the quantum well and the SiGe substrate (i.e., the barriers), respectively.

Generally, X̄l transitions smoothly between Xs and Xw, while Xl deviates slightly from X̄l

due to local fluctuations within a quantum dot.

While full details of the derivation of Eq. (7.4) are left to Refs. [145] and [119], we can

provide some physical intuition here. First, we note that the quantum-well confinement

energy Uqw is proportional to both ∆Ec and the Si concentration Xl, normalized by the

concentration differential (Xw − Xs). Moreover, fluctuations related to alloy disorder are

expected to vanish in the limit of very large dots, due to large-scale averaging, as captured by

the ratio a2
0/axay. When characterizing the effects of alloy disorder, dominant contributions

arise from layers with higher wavefunction density. (Note that the fourth power of the

wavefunction is commonly observed in standard-deviation calculations.) Finally, we note
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that SiGe alloy disorder vanishes in either limit, X l → 0 or 1, resulting in the scaling factor

X l(1−X l).

From Eq. (7.3), we note that ∆ is a complex quantity, which can be decomposed into

its real and imaginary components: ∆ = ∆R + i∆I . Under realistic assumptions about the

width of the quantum-well interface, ∆R and ∆I are well described here as Gaussian random

variables [119], each having a variance of σ2
∆/2. As we show in the following section, this

property leads to the existence of regions of arbitrarily small Ev.

Finally we note that Eq. (7.4) allows us to directly characterize the valley splitting of

a given heterostructure as deterministically enhanced vs disordered, based on the crossover

between these two regimes, which occurs at
√
πσ∆ = 2|∆0| [119]. In the deterministic regime,

we observe |∆0| > |δ∆| with high probability, and an average valley splitting of Ēv ≈ 2|∆0|.

(For example, quantum wells with ultra-sharp interfaces exhibit such behavior.) In contrast,

in the disordered regime, we find |∆0| < |δ∆| with high probability, and [119]

Ēv ≈
√
πσ∆. (7.5)

For conventional heterostructures, like those considered in this work, typical interfaces are

not ultra-sharp, and the valley splitting falls into the disordered regime.

7.3.2 Valley-coupling landscape and excitations

As described above, in the disordered regime, the real and imaginary components of ∆ are

independent Gaussian random fields. We now show that this guarantees the existence of

regions with arbitrarily small Ev, scattered across a heterostructure. Figures 7.2(a) and

7.2(b) illustrate typical instances of Re[∆] and Im[∆] for a 100×100 nm2 lateral region of

a device. To compute these landscapes, the heterostructure is modeled atomistically by

assigning each atom in the crystal lattice as either Si or Ge. The probability of choosing

Si at a given lattice site in layer l is given by X̄l. We then perform the one-dimensional
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(1D) summation in Eq. (7.3) via the following procedure. First we compute the local Si

concentration Xl by performing the weighted average described in Eq. (F.14), for a dot with

orbital energies ~ωx = ~ωy = 2 meV, centered at (x0, y0). Next, we use Eq. (F.7) to convert

the Si concentration profile Xl to a quantum-well confinement potential Uqw(zl). ψenv(zl) is

then computed from Uqw(zl) by solving a discretized Schrödinger equation, as described in

Section F.5. Equation (7.3) then gives ∆ as a function of dot position (x0, y0), yielding the

real and imaginary components shown in Figs. 7.2(a) and 7.2(b). The corresponding valley

splitting Ev = 2|∆| is plotted in Fig. 7.2(c).

In Figs. 7.2(a) and 7.2(b), we highlight contours where Re[∆] = 0 and Im[∆] = 0.

The same contours are also plotted in Fig. 7.2(c), where they are seen to correlate with

regions of low valley splitting. Points where the contours intersect correspond to zero valley

splitting. Importantly, such points are randomly distributed across the heterostructure and

are guaranteed to exist in the disordered regime. Their spatial distribution is determined by

the dot size, and in the disordered regime, we note that this distribution does not depend

on the average valley splitting. Thus, distributions with similar topologies are observed in

systems with large average Ev.

We note that a recent spin shuttling experiment has confirmed the presence of such

regions of low valley splitting, scattered throughout a 2D heterostructure [199], while another

shuttling experiment has demonstrated high-fidelity shuttling over a similar length scale, with

no indication of low Ev [45]. Given the random nature of the valley splitting landscape, we

expect larger-scale shuttling and Ev-mapping experiments to provide further clarity on the

presence of these valley minima. We explore the statistics of low-Ev locations further in

Appendix F.11.

The regions of low valley splitting near ∆ ≈ 0 are dangerous for spin shuttling, because

the electron can potentially tunnel into the excited valley state via a Landau-Zener pro-

cess, leading to shuttling errors. This process is illustrated in Figs. 7.2(c)-7.2(f). First in

Fig. 7.2(c), we highlight a shuttling path in purple that passes through a region of low Ev.



153

(a) (b)

3 nm
QW

10 nm
QW

5% Ge
QW

z

G
e 

co
nc

.
G

e 
co

nc
.

G
e 

co
nc

.

z

SiGe

Si

SiGe

x

y

Dot elongation

Channel shift Ez modulation

x

y

Low 
Ev

Vback

Slow Fast

Low Ev

Fast

Vel. modulation

x

y

S

S

+

-

+

S

S

-

-

(c)

(d)

(e)

Low Ev

Vac Vac

VacVac

C

C C

C

Figure 7.3: Overview of the heterostructure tuning strategies considered in this work. (a)
Three different quantum wells, including a conventional 10 nm Si quantum well, a narrow
3 nm Si quantum well, and a 10 nm quantum well with a uniform 5% Ge concentration in
the middle of the well. (b)-(e) Four strategies proposed for avoiding valley excitations: (b)
elongating the dot along the shuttling direction while squeezing the dot in the transverse
direction, by applying appropriate voltages to screening gates (S); (c) shifting the position
of the dot in the channel to avoid low-Ev regions, by modulating the voltages on S gates;
(d) slowing the dot velocity near Ev minima, by manipulating the ac voltages Vac applied to
the clavier gates (C); (e) modulating the vertical field Ez, e.g., by introducing a back gate
(Vback).

In Fig. 7.2(d), the inter-valley coupling ∆ is plotted along the same path, where it passes

very near the origin of the complex plane, ∆ = 0. The valley splitting, Ev = 2|∆|, is also

shown along this path in Fig. 7.2(e). In Fig. 7.2(f), we solve the dynamical evolution of the

shuttling electron with regards to the two valley states, assuming the valley splitting shown

in Fig. 7.2(e), using the methods described in Sec. 7.4, below. Specifically, we plot the

leakage into the excited valley state, observing a sudden jump near the ∆ minimum, caused

by Landau-Zener tunneling. We expect a similar jump in the shuttling infidelity whenever

a shuttling path passes through a region of low valley splitting. We also note that valley

excitations across an avoided crossing require a fluctuating valley phase, in addition to a low

valley splitting. (If the valley phase were constant across a region of low Ev, no excitation

would occur.) However, like the valley splitting, the valley phase is also spatially random,

as determined by the microscopic alloy disorder at the location of the dot. So, we generally

expect some degree of valley excitation at these avoided crossings, and our simulations fully
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account for the effects of valley phase variability.

In the above discussion, we have ignored effects like strain fluctuations and valley-orbit

interactions that lift the valley-state degeneracy near points of low Ev. However, these effects

are weak, and we expect leakage induced by Landau-Zener processes to remain prevalent in

real devices.

Finally, we note that the atomistic method for generating valley-splitting landscapes,

described above, is inefficient for determining large-scale statistical properties. To make this

process more efficient, we turn instead to a statistical assignment of valley splittings, using

the methods described in Section F.6. This assignment makes use of the fact that the real

and imaginary components of ∆ are Gaussian random variables. We note that, to a very

good approximation, in the disordered regime, the center of these Gaussian distributions is

given by |∆0| ≈ 0 [119]. The full statistical description of ∆ then requires one additional

piece of information: the spatial two-point covariance functions for Re[∆] and Im[∆], which

were obtained in Ref. [119] as

Cov(Re[∆],Re[∆′]) = Cov(Im[∆], Im[∆′]) = 1
2e
−δ2

x/2a2
x−δ2

y/2a2
yσ2

∆. (7.6)

Here, ∆ and ∆′ are separated by the spatial vector (δx, δy) in the xy-plane. Obtaining valley-

coupling landscapes with this method yields results like those shown in Fig. 7.1(c), which

exhibit the correct statistical properties.

7.4 Simulating quantum dynamics

7.4.1 Physical device

Figures 7.1(a) and 7.1(b) schematically illustrate the devices we consider in this work. During

conveyor-mode operation, oscillating voltages are applied to the clavier gates, to produce a

moving potential pocket capable of carrying an electron across the device [167]. Unless
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otherwise specified, we model this potential pocket as an isotropic harmonic confinement

potential with orbital splittings ~ωx = ~ωy = 2 meV, and we assume the pocket moves with

constant speed along the shuttling trajectory. The clavier gates generate a vertical electric

field that squeezes the electron against the top quantum-well interface. In some cases, we

assume this field can be tuned, for example, by including a back-gate. However, unless

otherwise specified, we consider a fixed vertical field of Ez = 5 mV nm−1. In Sec. 7.4.3, we

consider several additional tuning capabilities that allow us to mitigate the effects of low

valley splitting. These include the ability to vary the shuttling velocity, the position of the

electron transverse to the shuttling trajectory, and the dot shape (e.g., with ωx 6= ωy). In all

cases, we consider a total shuttle length of 10 µm, as consistent with a recent architecture

proposal involving a medium-range coupler [106].

We also consider three types of quantum wells, as illustrated in Fig. 7.3. These include

a conventional 10 nm quantum well, and two other wells proposed to give larger average

valley splittings: a narrow 3 nm quantum well and a structure containing a uniform 5% Ge

concentration inside the quantum well. These are meant to illustrate a range of realistic het-

erostructures. We model the quantum-well interfaces using sigmoid functions, as described in

Section F.5, and assume interface widths of λ = 1 nm, unless otherwise specified. (Note that

our current goal is not to optimize heterostructure parameters, but to characterize schemes

for mitigating the effects of small valley splittings.) As previously noted, the determinis-

tic contribution to the inter-valley coupling can be safely ignored in these heterostructures,

with ∆0 ≈ 0, since they fall into the disordered regime. The key difference between the het-

erostructures is therefore their σ∆ values, which are related to the average valley splittings

through Eq. (7.5). For the heterostructures described above, we obtain the average values

〈Ev(10 nm)〉 ≈ 50 µeV, 〈Ev(3 nm)〉 ≈ 220 µeV, and 〈Ev(5%)〉 ≈ 360 µeV, respectively. For

our dynamical shuttling simulations, we generate many random valley-splitting landscapes,

as described in Sec. 7.3.2, obtaining results like those shown in Fig. 7.1 for the three different

heterostructures.
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7.4.2 Spin-shuttling model

Hamiltonian

We employ a minimal model to investigate decoherence during shuttling. The model is

comprised of two spin and two valley states. In particular, we ignore the presence of orbitally

excited states, which relax quickly and are sufficiently separated in energy (1-2 meV) that

they play a much smaller role than the valley excited state [109]. Here, we first present the

model, then provide discussion of some assumptions built into it. The model is given by

H = EB
2 σz + ∆(x) · τ + ∆EB

4 [n̂∆(x) · τ ]⊗ σz, (7.7)

where EB = gµBB is the Zeeman energy, g ≈ 2 is the Landé g factor, µB is the Bohr

magneton, B is the magnetic field along the spin quantization axis, which does not necessarily

coincide with the crystallographic z axis, ∆EB = (δg)µBB is the difference in Zeeman

splittings for the two valley states, ∆ = (∆R,∆I)T is the inter-valley coupling (which varies

from location to location), n̂∆ = ∆/|∆| denotes the valley quantization axis, and σz and

τ = (τx, τy)T are Pauli matrices acting on the spin- and valley-spaces, respectively.

Several comments are in order for Eq. (7.7). First, we note that the ∆EB term ignores

any dependence on the magnitude or angular orientation of the magnetic field, as well as

local variations of the applied electric field, all of which can affect δg. Moreover, we note that

δg also varies slightly by location, due to interface steps and random-alloy disorder [60, 152,

209]. However, we observe almost no dependence of our results on ∆EB (see Appendix F.7),

and we therefore set it here to a fixed value of 10 MHz, reflecting a typical difference in

spin-resonance frequencies between the two valley states, as consistent with experimental

observations [60, 152].

Second, we note that the model, above, does not include dephasing or relaxation effects,

which we now discuss briefly. One relaxation process that could affect shuttling in silicon is

the spin-valley hot spot, at which the Zeeman and valley energy splittings are nearly equal,
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giving rise to fast spin relaxation [79]. An electron could potentially encounter many such

hot spots when traversing a wildly varying landscape of valley splittings. We could suppress

the effects of these hot spots by shuttling past them as quickly as possible; however, this has

other potential pitfalls. A simpler approach is to reduce the number of hot spots by operating

at low magnetic fields where the Zeeman splitting is much smaller than the average valley

splitting [109]. In this work, we consider low external fields of B = 50 mT [84], which moves

the hot spots to below 10 µeV. Although occasional hot spots are still encountered in this

regime, Landau-Zener processes are also present, and since they are also detrimental to the

shuttling fidelity, it reasonable to ignore the hot spots in favor of Landau-Zener processes.

Spin dephasing of the shuttling electron occurs over a time scale of T ∗2 , due to the presence

of charge or magnetic noise [109]. In Sec. 7.5.6, we treat these effects phenomenologically,

finding that the presence of both dephasing and leakage suggests that there will be an optimal

shuttling speed.

Fast valley relaxation processes present interesting opportunities for solving the valley-

state leakage problem, which we will investigate in a future publication. In the present work,

we note that experimental measurements of valley relaxation are scarce, but likely of order

10 ms for valley splittings of order 50 µeV [148], which is several orders of magnitude slower

than dephasing, and therefore irrelevant. We note that these measurements were taken in

static systems, and there may exist complications for dynamic, shuttled quantum dots. On

the other hand, valley lifetimes scale as the inverse-fifth power of the valley splitting [109,

218], so valley and dephasing timescales could become comparable for very large valley

splittings of order 500 µeV (assuming ∆EB/h = 10 MHz). Such large valley splittings may

exist in certain heterostructures, but are unlikely to be widespread across a device. In this

work we simply take the conservative approach of assuming no inter-valley relaxation; any

nonzero valley relaxation would improve shuttling fidelities beyond what is described here.
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Fidelity metrics

To quantify the fidelity of our shuttling simulations, we compute the process fidelity, defined

as [208]

Fprocess(U) = 1
d2

1

∣∣∣tr{V †Utrunc
}∣∣∣2 , (7.8)

where V is the target unitary in the spin subspace, U = UB→B′Ut is the full evolution

operator, including the effects of non-adiabatic evolution, UB→B′ is the transformation matrix

from the initial to the instantaneous eigenbasis, Ut is the evolution operator in the initial

eigenbasis of our model, and the subscript ‘trunc’ denotes truncation to the two-dimensional

(d1 = 2) spin subspace of the instantaneous valley ground state. Equation (7.8) compares

the evolution of a real shuttling process to an ideal, adiabatic process, while accounting for

leakage errors, which can be independently quantified as [208]

L = 1− tr
{
U †truncUtrunc

}
/d1 . (7.9)

When applying Eq. (7.8), we note that g-factor fluctuations cause random phases to

accumulate during shuttling, even when the system remains in the ground state. Since such

fluctuations are static, they can be compensated in experiments. It is therefore reasonable to

remove these phase shifts from our fidelity estimates. We do this here by setting V = 1. We

then apply a virtual z rotation to Utrunc and choose the phase of this rotation to maximize

the shuttling fidelity. On the other hand, phase differences between the ground and excited

valley states represent true dephasing errors, and cannot be removed. However, as no valley

relaxation is assumed, these errors only directly affect Utrunc through a (weak) second-order

Landau-Zener process, involving valley excitation followed by de-excitation. Thus, although

leakage formally sets a lower bound on the infidelity (defined as I = 1 − F ), to a good

approximation, we find that I ≈ L. Our four-level shuttling fidelity calculations could

therefore be replaced by a two-level problem involving just the valley levels. For better

accuracy, we still perform four-level calculations using Eq. (7.8); however, we expect leakage
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to be the dominant source of infidelity.

Computational framework

The following computational procedure is used in our simulations. First, we calculate the

time evolution of Eq. (7.7) using an adapted version of the Python-based software pack-

age qopt, described in [187]. The total propagator of the time evolution is calculated by

splitting up the matrix exponential into a product of piecewise-constant Hamiltonians with

appropriately small time steps. These time steps are chosen in the range of 2-4 ps, depend-

ing on the quantum well and the shuttling velocity, to achieve sufficient convergence of the

final results. We check the time step used against test cases with steps as small as 0.5 ps,

which indicate that the shape and the median of the distribution have both converged well

forthe coarser time step. The main computational back-end used to calculate the propa-

gators is given by the JAX package [29] (with 64-bit precision enabled), and its functions

jax.scipy.linalg.expm and jax.numpy.dot. After obtaining the propagator, the fidelity

is computed from Eq. (7.8) and post-optimized as described above, using the Python routine

jax.scipy.optimize.minimize to perform phase calibration.

7.4.3 Tuning strategies

In Figs. 7.3(b)-7.3(e), we illustrate the four tuning strategies used in this work to suppress

valley excitations when shuttling near points of low valley splitting: (1) elongating the

quantum dot along the shuttling trajectory while squeezing it in the transverse direction

(this keeps the total dot area fixed, thereby maintaining the same average Ev, to allow a fair

comparison with other strategies, and ensures that the elongated electron wavefunction sees

the same amount of Ge, on average), (2) shifting the lateral position of the dot within the

shuttling channel, (3) modifying the shuttling velocity, and (4) varying the vertical electric

field of the dot. The effects of these strategies can be understood intuitively as follows.

Methods (2) and (4) simply avoid the points of low Ev. Method (3) directly suppresses the
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Landau-Zener tunneling process. Method (1) causes three important effects that increase

the shuttling fidelity. First, by elongating the dot along x, we reduce the length scale of

the shuttling process, relative to the dot size. This causes the dot to experience fewer

local Ev minima, reducing the probability of Landau-Zener valley excitations. Second, for a

fixed shuttling velocity, this length scale modification also reduces the rate of change of ∆,

further limiting the probability of valley excitation near Ev minima. Finally, by squeezing

the dot along y by the same factor, we maintain the same average valley splitting, and we

enhance our ability to tune Ev by using lateral channel shifts, for a fixed channel width.

In this paper, we consider shifts from an isotropic dot with ~ωx = ~ωy = 2 meV to an

elongated dot with ~ωx = 1 meV and ~ωy = 4 meV. Section F.10 elaborates further on the

physics of the elongation strategy. The final results obviously depend quantitatively on the

imposed parameter constraints. Here we have chosen experimentally reasonable constraints;

an exploration of different parameter ranges is given in Section F.3.

7.5 Results

7.5.1 Evolution without applying tuning strategies

As a baseline, we first characterize spin shuttling across a spatially varying valley-splitting

landscape, at a velocity of 5 m/s, without applying any fine-tuning strategies. Figure 7.4(a)

shows the medians (markers) and 25-75 percentile ranges (bars) of the infidelity, computed

according to Eq. (7.8), for 300 shuttling simulations, each with a different, random valley-

splitting landscape. The results are reported as a function of position along the shuttling

trajectory. (Here, we only show results for the initial 1 µm portion of the trajectory.) We in-

clude results for the 10 nm, 3 nm, and 5% Ge quantum wells illustrated in Fig. 7.3(a). Despite

experiencing different average valley splittings, these three heterostructures exhibit similar

behaviors, characterized by a rapid increase of the infidelity over short distances, to levels

that are incompatible with quantum computing on a sparse-grid architecture [106]. The main
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contribution to the infidelities observed in these simulations is the Landau-Zener excitation

of the upper valley state, caused by momentary dips in Ev, as illustrated in Figs. 7.2(e)

and 7.2(f). The simplest approach for suppressing such excitations is to uniformly reduce

the shuttling velocity, which unfortunately leads to a competition between the shuttling and

decoherence timescales. Other suppression strategies are therefore required, which we now

include in our simulations.

7.5.2 Electric-field modulation

Local modulation of the vertical electric field Ez causes the electron wavefunction to shift

vertically, as illustrated in Fig. 7.3(e), exposing it to a slightly different Ge distribution, and

modifying its valley splitting [119]. It may therefore be beneficial to modify Ez when a low

valley-splitting region is encountered. While any Ez value can be used in the simulations,

we adopt some procedural constraints, to make our theoretical methods more compatible

with experiments, and to reduce computing times. First, we restrict the Ez range to lie

between 0 and 10 mV/nm. (Ez < 0 can also be considered, but does not change our results

significantly.) We note that even larger changes in Ez may be possible when using a back

gate. However, the range chosen here includes relatively high fields [79], and should therefore

be sufficient for evaluating the feasibility of Ez modulations. Second, we do not allow the

field to be adjusted continuously; rather, we assume piece-wise constant Ez values over 1 µm

segments. To optimize the Ez values used in each shuttling segment, for a given valley

landscape, we apply a graph traversal algorithm, as described in Section F.8. This path

seeks to avoid regions of low valley splittings, while making as few changes to the tuning

parameters as possible. In real devices with no a-priori knowledge of the valley splitting,

such optimization would require either obtaining a high-resolution map of Ev(r) [199] or

applying trial-and-error methods.

Simulation results for infidelity vs shuttling distance are presented in Fig. 7.4(b) (light-

gray triangles) where we show results only for the 5% Ge quantum well. We assume a single,
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Figure 7.4: A comparison of shuttling infidelities: (a) without, vs (b) with several of the
tuning strategies depicted in Figs. 7.3(b)-7.3(e), for an average shuttling velocity of 5 m/s. (a)
Infidelity as a function of shuttling distance, for the three quantum wells shown in Fig. 7.3(a).
(b) Infidelity computed using the following tuning strategies, for the 5% Ge quantum well: (i)
Ez modulation only (gray triangles); (ii) Ez modulation plus bipartite velocity modulation
(dark-gray circles); or (iii) Ez modulation, bipartite velocity modulation, and elongated dots
(black diamonds). For (a) and (b), the markers represent the median values obtained from
300 different disorder realizations, while the vertical bars show the 25-75 percentiles. (Note
the different horizontal scales.) (c) Histograms of results like those shown in (a) and (b),
for the full shuttling distance of 10 µm, in all three quantum wells (color coded). Within
each color grouping, the tuning methods are coded with the same marker styles as in (a)
and (b). Only the 5% Ge well, with either two or three tuning strategies (last two histogram
columns), provides significant improvements of the shuttling fidelity. Red lines are estimates
for infidelity due to spin dephasing and correspond to Eq. (7.10) evaluated for magnetic noise
(solid red line) and charge noise (dashed red line), as explained further in Section 7.5.6.
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fixed velocity of 5 m s−1, corresponding to a total shuttling time of 2 µs, which is slightly

shorter than commonly observed T ∗2 times of a few microseconds [131, 142, 178, 223]. As

indicated here, the Ez-modulation procedure provides some improvement over the baseline

results shown in Fig. 7.4(a) (note the different horizontal scales in these two panels); however,

the shuttling infidelities remain quite poor over the full shuttling range of 10 µm.

7.5.3 Bipartite velocity modulation

To further improve the shuttling fidelity, we next consider velocity modulation as a tuning

strategy for suppressing Landau-Zener excitations in regions of low valley splitting. In this

case, we adopt the constraint that only two shuttling velocities are allowed (rather than a

continuous range): vfast and vslow = vfast/5. As described in Section F.3, the slower velocity

is applied whenever Ev falls below a threshold value, defined as 10% of the mean value

of Ev, or 20 µeV, whichever is greater. These choices strike a balance between sufficiently

reducing vslow while retaining a reasonable total shuttling velocity. As a safety margin, we

also apply vslow within a ±10 nm window around these valley-splitting minima, while setting

the velocity to vfast elsewhere. On average, since fewer than ten slow-downs occur per trace

under these constraints, we still maintain an average velocity of approximately 5 m s−1, which

is nearly equal to vfast. Results for such bipartite velocity modulations, combined with Ez

modulations, are shown in Fig. 7.4(b) (dark-gray circles). By combining tuning strategies

in this way, we obtain an approximate order of magnitude improvement in the fidelity for

the 5% Ge quantum well, as compared to the case where only Ez is modulated. However,

the error bars of the infidelity are seen to be quite large. In Appendix F.4, we explore the

effects of applying different combinations of control strategies. In particular, we consider the

separate effects of velocity modulation and dot elongation, without including Ez modulation

or channel shifting. This shows that velocity modulation (and dot elongation) are only

effective when used in combination with an evasion strategy (e.g., Ez modulation or channel

shifting). This can be understood because velocity modulation does not directly address the
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problem of low valley splitting.

7.5.4 Elongated dots

Finally, we consider the shuttling of an elongated quantum dot, in which the orbital con-

finement energy in the shuttling direction ~ωx is reduced from 2 to 1 meV (elongating the

dot along x̂), while increasing the confinement energy in the transverse direction ~ωy from

2 to 4 meV (squeezing the dot along ŷ). In the current work, we do not explore potential

pitfalls of this elongation strategy, although they may occur in some settings [109]. Results

of such elongated-dot simulations, combined with Ez and velocity modulations, are shown

in Fig. 7.4(b) (black diamonds). In this case, we obtain significant improvement over pre-

vious results, by over an order of magnitude for longer shuttling distances. Figure 7.4(c)

summarizes the results of these simulations, including the base case, for all three types of

quantum wells. It is interesting to note that, while simultaneously applying multiple strate-

gies is found to improve the shuttling fidelity for the 5% Ge quantum well, much weaker

improvements are found for the 10 nm and 3 nm quantum wells. In Section F.9, we show

that this tepid response is a consequence of using the Ez-modulation strategy, because Ez

does not provide effective tuning of Ev for the other two heterostructures.

7.5.5 Channel shifting

Since the Ez modulation scheme is not found to be effective universally, we also explore the

channel-shifting strategy, depicted in Fig. 7.3(c), where the position of the electron is shifted

along ŷ to avoid regions of low valley splitting. We expect this method to be more effective

than Ez modulation because Ev typically varies much more as a function of y than as a

function of Ez within the parameter constraints we consider. Moreover, since lateral shifting

is not sensitive to the vertical Ge confinement profile, we expect the effectiveness to depend

only on the variability of the valley splitting σ∆, rather than other features of the quantum

well.



165

channel shift method segments

space trace by itself,
with bipart. vel., with squeeze.

vel.-dependence of diff. modes. wells at10nm 5ms
side by side

*potentially 2d diagram
with avoided origin?

(e)(d)

(a) (b)

(c)

0.0 2.0 4.0 6.0 8.0 10.0
Distance (μm)

10-6

10-5

10-4

10-3

10-2

10-1

100

In
fid

el
ity

shift + bip. v

+ elongate

lc = 100 nmlc = 20 nm

100 101

Velocity (m/s)

lc = 100 nm

lc = 20 nm

10 nm 3 nm 5% Ge
Well type

0.0 0.5 1.0 1.5 2.0 2.5
x (μm)

40

20

0

20

40

y
(n

m
)

vfast

vslow

0-150 150
Re[ ] (μeV)

0

-150

150

Im
[

] 
(μ

eV
)

0

200

400

600

800

35

E
v

(μ
eV

)

Figure 7.5: Shuttling results involving lateral channel shifting. (a) Typical valley-splitting
landscape for a 5% Ge quantum well, with regions of relatively low valley splitting highlighted
in red (10% or less of the average value of Ev, or about 35 µeV). An optimized, segmented
shuttling trajectory is shown in purple (see main text). In the few remaining regions of low
valley splitting, the shuttling velocity may be reduced to vslow (indicated in pink), to suppress
Landau-Zener excitations. (b) Inter-valley coupling ∆ along the same path shown in (a). (c)
Shuttling infidelities computed using the following tuning strategies for the 5% Ge quantum
well and average shuttling velocity 5 m/s: (i) lateral channel shifting only (green diamonds);
(ii) channel shifting plus bipartite velocity modulation (rust-colored circles); or (iii) channel
shifting, bipartite velocity modulation, and elongated dots (narrow violet diamonds). Here,
the markers represent the median values obtained from 300 different disorder realizations,
while the vertical bars show the 25-75 percentiles. (d) Histograms of results like those shown
in (c), for the full shuttling distance of 10 µm, in all three quantum wells. Here, the tuning
methods are coded by both color and marker styles, as in (c). (e) Shuttling infidelities like
those shown in (c), for the full shuttling distance of 10 µm, as a function of average shuttling
velocity. Red lines in panels (c), (d) and (e) show infidelity estimates for magnetic noise
(solid red line) or charge noise (dashed red line), based on Eq. (7.10), with the indicated
correlation lengths lc.
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Similar to Ez modulation, we determine the optimal shuttling trajectory by applying a

graph-traversal algorithm. In this case, we again consider a full 10 µm shuttling channel

formed of piecewise-constant 1 µm segments. We also constrain the trajectory to lie within

the channel width given by y = ±50 nm. Figure 7.5(a) illustrates one such optimized shut-

tling trajectory for the case of a 5% Ge quantum well, where the valley-splitting landscape is

shown as grayscale, with regions of Ev < 35 µeV highlighted in red. Here, the compromises

caused by limiting the shifts to 1 µm segments are easy to visualize, because not all red re-

gions can be avoided. Figure 7.5(b) illustrates the complicated evolution of the inter-valley

coupling ∆, following along this same trajectory. While most of this evolution exhibits a

sufficiently large |∆|, a small portion still approaches |∆| ≈ 0, causing leakage. Averaging

such results over 300 valley-splitting landscapes yields the infidelity results shown as green

diamonds in Fig. 7.5(c). Here we observe immediate improvement over the Ez modulation;

we even observe improvement over the best-case results in Fig. 7.4(b), obtained for the 5%

Ge quantum well.

Taking the same approach as Fig. 7.4, we now include additional tuning methods in

Fig. 7.5(c): the rust-colored circles show the combined results of channel-shifting and bi-

partite velocity modulation (using the same two velocities as Fig. 7.4), while the purple

diamonds show the combined results of channel-shifting, velocity modulation, and dot elon-

gation. In each case, we observe some fidelity improvement. Results of these different tuning

schemes are shown as histograms in Fig. 7.5(d) for all three types of quantum wells. Here the

best results are obtained for the 3 nm and 5% Ge quantum wells, which have much higher

average valley splittings to begin with. These two quantum wells show similar results when

applying multiple tuning strategies, obtaining infidelities consistently below 10−3, except for

a small minority of outlier cases. Importantly, the 5% Ge quantum well shows a low average

infidelity when applying only the channel-shifting strategy, although a significant fraction

of results still give poor fidelities. Finally we note that the 10 nm quantum well – with

a small average valley splitting of 50 µeV – experiences particularly small Ev minima too
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frequently to be compensated by any tuning method, for any reasonable velocity, for the

tuning constraints we have imposed in this work.

7.5.6 Transport velocity

As previously noted, transport velocity plays an important role in determining the leakage

during shuttling, since the probability of Landau-Zener excitations depends exponentially

on velocity. This strong dependence is evident in Fig. 7.5(e), where we plot simulation

results like those in Fig. 7.5(d) for the 5% Ge quantum well, but we now consider a range of

velocities. As in Fig. 7.5(d), we adopt three tuning strategies, using the same color coding

as before. Here, when bipartite velocity modulations are employed, we note that it is the

average velocity that is reported on the horizontal axis. [The results shown in Fig. 7.5(d)

correspond to the velocity of 5 m/s in Fig. 7.5(e).] As expected, we find that lower velocities

cause less leakage, and the shuttling fidelity depends sensitively on the choice of velocity.

On the other hand, slower shuttling speeds also increase the risk of decoherence, so the

velocity should be carefully chosen. Although we do not include decoherence directly in

our shuttling model, we now provide analytical estimates, to illustrate the emergence of an

optimal shuttling velocity. In Ref. [109], it was argued that the main sources of decoherence

during shuttling are time-varying Overhauser magnetic fields and low-frequency charge noise,

which both cause dephasing of the spin over the time scale T ∗2 . The same reference obtains

an approximate expression for the noise-induced shuttling infidelity, which we have adapted

to the present context (note the slight difference from [109]), as discussed in Section F.2:

I ≈ lcLs
(vT ∗2 )2 , (7.10)

where lc denotes the correlation length of the quasistatic noise source, Ls=10 µm is the

shuttling distance, v is the average velocity, and we note that motional narrowing has been

taken into account [179].
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In Fig. 7.5(c)-(e), we include two representative infidelity estimates from Eq. (7.10),

obtained using lc=20 nm (solid red lines), for the case where nuclear spin noise dominates,

and lc=100 nm (dashed red lines), for the case where charge noise dominates [109]. We also

include the same infidelity estimates in Fig. 7.4(c). In both cases, we take a cautiously

optimistic value of T ∗2≈20 µs, as consistent with Refs. [178, 222, 223]. This analysis confirms

the presence of an optimal velocity value, which depends on the tuning strategies used and

the dominant noise source, but generally corresponds to a few m/s. The analysis also shows

that an appropriate choice of tuning strategies and velocities should yield, in principle,

shuttling infidelities below 10−3.

7.5.7 Sharp interfaces with steps

Up to this point, we have only considered quantum wells with valley splittings that are

determined mainly by alloy disorder, since most current devices are expected to fall into

this regime [119]. For completeness, we also briefly consider the opposite regime, where alloy

disorder plays a minor role. The most common quantum-well geometry for this purpose has a

super-sharp interface, with an interface width of less than three atomic monolayers. For such

geometries, the valley splitting should be enhanced, and the dominant form of disorder and

Ev variability should arise from atomic steps at the quantum-well interface [119]. To study

this situation, we perform simulations of shuttling with super-sharp interfaces and sparse step

disorder, as described in Section F.1. Our results indicate that high-fidelity shuttling can

be achieved in the presence of sparse step disorder, even without applying additional tuning

methods. The fact that step disorder and alloy disorder can obtain such different results

highlights the importance of including realistic disorder models that accurately account for

random alloys.
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7.6 Implementing the tuning schemes

We close by commenting on the added complexity that comes with the tuning methods

proposed here, and their consequences for scalability. First, we note that dot size and shape

in the elongation scheme are closely tied to the predetermined gate-electrode spacing. Some

additional fine-tuning is possible; however, a truly scalable pulsing scheme favors applying

the same ac signals to all the clavier gates across a quantum processor [167], suggesting that

the dots (and the gate pitch) should all have a uniform size.

For the vertical or lateral channel-shifting schemes, we have proposed to divide the chan-

nel into smaller segments, which may then be manipulated in two ways, as we now explain.

The most versatile approach involves manipulating each segment independently. For vertical

shifting, this requires independent control of the clavier gates within each segment, while

for lateral shifting it requires independent control of the screening gates in each segment.

While such an approach is highly versatile, it also adds significant overhead to the wiring

costs, effectively negating many of the global benefits of our shuttling scheme. The second

approach involves applying tailored shift pulses to all the clavier gates or all the screening

gates. This has the advantage of not requiring new control lines but has the disadvantage

of affecting all the electrons within the conveyor. Thus, if multiple electrons are shuttled

simultaneously, it would require a more-sophisticated path-traversal algorithm.

Hence, any channel shifting scheme will require some additional wiring costs. And, as we

demonstrate in this work, we view some degree of channel shifting as necessary for achieving

high-fidelity shuttling. However, this additional wiring is not infeasible. For example, if low-

resolution control of the dot position within a channel suffices, the screening gates within

each segment can be modulated by introducing just a few new DC lines; this represents a

moderate increase in wiring complexity, which is not dissimilar from wiring requirements for

achieving high-fidelity gates. Moreover, these screening gate voltages can be locked in after

an initial tune-up stage. Advances in automation techniques (“auto-tuning”), allowing for

the simultaneous tune-up of each shuttling channel, will reduce the initial time spent in the
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tune-up stage. Altogether, this additional complexity is reasonable.

Similar considerations apply to bipartite velocity modulations, although we note that

slow shuttling in a region with high valley splitting is harmless, so multi-electron shuttling

is less fraught in this case. On the other hand, true global control could become a challenge,

if a large number of slow-downs are needed.

Finally, we note that all proposed tuning strategies require the valley-splitting landscape

to be carefully characterized. However, since the valley splitting is a static and materials-

dependent property of the device, this characterization only needs to be performed once

per shuttling channel. A recent experiment demonstrates that such mappings can be imple-

mented effectively, within the same shuttling framework [199].

7.7 Summary

In this work, we have shown that leakage from the ground valley to the excited valley state

is a major source of decoherence for conveyor-mode spin shuttling in Si/SiGe quantum wells.

This leakage is caused by Landau-Zener excitations across a narrow energy gap, as electrons

traverse the wildly varying valley-splitting energy landscape caused by alloy disorder. In

turn, leakage causes dephasing of the spin, due to the presence of different g-factors in the

ground and excited valley states.

Using the most current understanding of random-alloy disorder, we perform simulations

of the shuttling evolution within an effective four-level Hamiltonian spanning the spin and

valley degrees of freedom. For quantum wells falling into the “deterministically enhanced”

valley-splitting regime (e.g., with interfaces narrower than three atomic monolayers), we find

that Landau-Zener excitations do not pose a significant challenge for shuttling. It is hoped

that such structures will become available for qubit implementations in the future.

Existing devices are not expected to fall into the deterministically enhanced regime,

and our simulations indicate that coherent transport may be unfeasible in common 10 nm
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quantum wells in this “disorder-dominated” regime. In this case, we have also performed

simulations of alternative quantum wells with much higher average valley splittings, includ-

ing narrow 3 nm quantum wells and quantum wells with a significant concentration of Ge in

the middle of the well. We have also explored a number of tuning strategies, including shift-

ing the location of the electron inside the shuttling channel (either vertically or laterally),

to avoid passing through a valley-splitting minimum, slowing down the shuttling velocity

when it passes too close to a mininum, and elongating the quantum dot to change its ef-

fective velocity. In our simulations, we have optimized these tuning strategies, and we have

also simultaneously applied multiple strategies, obtaining several orders of magnitude im-

provement in the shuttling fidelity. Since slower shuttling velocities suppress Landau-Zener

excitations but lead to dephasing, we have also optimized the velocity, finding that velocities

on the order of several m/s can provide shuttling infidelities below 10−3.

Finally, we note that the tuning strategies proposed here come with a nontrivial exper-

imental overhead, which must be accounted for in scalable implementations. The valley-

splitting landscape only needs to be mapped out once, however. In the future, we argue

that fidelity-improving strategies like those considered here must be employed in any high-

performance shuttling implementation in Si/SiGe quantum wells.
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Table 7.1: Summary of the heterostructure modifications and control strategies used here to
boost the shuttling fidelity.

Heterostructure modifica-
tion

Effect

Narrow quantum well Increase wavefunction overlap with Ge in the barrier re-
gions.

High-Ge quantum well Increase wavefunction overlap with Ge in the quantum
well.

Control Strategy Effect
Channel shift Steer around low-Ev regions using screening gates.

(Most effective single strategy.)
Ez modulation Modulate vertical electric field to tune Ev. Requires

high-Ge quantum wells, for which Ev is more tunable.
Velocity modulation Shuttle slowly in regions of low Ev to reduce Landau-

Zener excitations. (Most effective in combination with
other strategies.)

Dot elongation Elongate the dot in the shuttling direction to reduce
the number of local minima and the magnitude of Ev
fluctuations. (Most effective in combination with other
strategies.)
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Chapter 8

High-fidelity spin shuttling with very

low valley splittings in Si/SiGe

heterostructures

This chapter is based on work I performed with Susan Coppersmith and Mark Friesen. I

performed the analytical calculations and simulations used in this work, with input from all

authors.

8.1 Introduction

Spin qubits in Si/SiGe heterostructures have a number of potential advantages, including

their small size and long coherence times [31, 121, 231]. High-fidelity single- and two-qubit

gates have been demonstrated in these platforms [131, 142, 213, 223], and device yield and

uniformity continues to improve as device design and process nodes are optimized [76, 138].

Spin qubits in quantum well heterostructures have natural nearest-neighbor connectivity

though exchange interactions. Much progress has also been made in engineering longer-scale

connectivity between qubits in Si/SiGe, over the scale of microns [28, 80, 108, 150, 155, 168,

175, 188, 191, 203, 204]. One particularly promising technology is the so-called conveyor-
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Figure 8.1: Certain two-electron states are immune to Landau-Zener-like excitations near val-
ley minima. (a) Schematic illustration of shuttling in the conveyor mode, where interleaved
clavier [C] gates create a traveling potential pocket that can drive a quantum dot across the
heterostructure. (b) Variation of the valley-energy splitting Ev across a 50× 50 nm2 region
of heterostructure. (c) Single-electron quantum dots are susceptible to Landau-Zener-like
excitations near Ev minima. (d) Certain two-electron quantum dots (valley singlets) are
immune to these excitations. (e) Leakage is the dominant error mechanism for valley-singlet
two-electron states, including (weak) first-order leakage through spin-orbit coupling, and
(stronger) second-order leakage via virtual occupation of excited orbital states.

mode shuttling architecture [24, 67, 87, 106, 109, 130, 141, 167, 179, 212, 222, 232]. In

this scheme, oscillating sinusoidal potentials are applied to clavier gates interleaved across a

shuttling channel, creating potential pockets that can drive an electron across a device, as

illustrated schematically in Fig. 8.1(a).

A critical challenge for Si/SiGe spin qubits, and conveyor-mode shuttling in particular, is

the presence of low-lying valley states. The Si band structure of a strained Si quantum well

has two conduction band minima, creating a low-energy excited valley state. The energy gap

between the ground and first-excited valley state, called the valley splitting, is known to vary

significantly across a device. Valley splittings have been measured as large as 300 µeV and as

small as 30 µeV have been measured [19, 21, 33, 60, 79, 128, 129, 139, 143, 163, 171, 199, 225].

Theoretical work has demonstrated that random alloy disorder is the dominant contributor

to the valley splitting, leading to large fluctuations of the valley splitting across a device

[115, 119, 145, 147]. A simulation of such a disorder-dominated valley energy landscape is
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shown in Fig. 8.1(b). Importantly, this disorder creates regions of vanishing valley splitting,

scattered across a device [120]. If a dot is shuttled through such a region, Landau-Zener-like

excitations can cause the dot to leak outside of the computational subspace, as illustrated in

Fig. 8.1(c) [116, 120]. These low-valley-splitting regions are a primary challenge for conveyor-

mode shuttling, motivating much theoretical work in the field [43, 116, 120].

In this work, we explore an alternative qubit encoding for shuttling spin qubits in the

conveyor mode. We demonstrate that certain two-electron states – in particular, states

formed from valley singlets and polarized spin triplets – are immune to the Landau-Zener

type transitions that plague single-electron shuttling, as illustrated in Fig. 8.1(d). Since the

spins in these states are aligned, a transition to any other low-energy state requires a spin

flip. Since the spin-valley coupling (mediated by the spin-orbit interaction) is weak in silicon,

such leakage is suppressed. Instead of Landau-Zener transitions, the main leakage source

for these qubits is the second-order virtual excitation of excited orbital states, as illustrated

in Fig. 8.1(e), with spin-orbit coupling providing a weaker first-order leakage pathway. We

demonstrate that, in certain regimes, high-fidelity spin shutting is possible without fine-

tuning the shuttling path. Furthermore, in contrast to the single-electron case, these logical

encodings actually benefit from very small valley splittings.

8.2 Physical model

We start with a description of the valley physics of one electron, before moving to the two-

electron picture. We use the effective-mass approximation (EMA) to describe the valley

physics, in which the single-electron valley states are formed from linear combinations of

states at the Si band structure minima at ±k0 along the z-axis in the Brillouin zone, where

k0 = 0.82 × 2π/a0 and a0 = 0.543 nm is the lattice constant of the silicon diamond cubic
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lattice [63]. In the |z±〉 basis, the single-electron valley Hamiltonian is given by

Hv =

 ε0 ∆0

∆∗0 ε0

 . (8.1)

To first order, the inter-valley coupling ∆0 and intra-valley coupling ε0 are given by

∆0 := 〈z−|Uqw|z+〉 =
∫
dr e−2ik0zψ2

0Uqw

ε0 := 〈z±|Uqw|z±〉 =
∫
dr ψ2

0Uqw

(8.2)

where ψ0 is the ground-state envelope function (often, assumed to be the ground-state of a

harmonic confinement potential) and the quantum well potential Uqw is determined by the

concentration of Ge atoms within the SiGe alloy barrier regions. (We note that, in general,

Uqw includes terms due to random alloy disorder, interface width, and mono-atomic steps in

the interface.) The valley splitting Ev = 2|∆0| [63]. Previously, it has been shown that for

realistic quantum wells (with quantum well interfaces ≥ 3 atomic monolayers), ∆0 is due

primarily to alloy disorder, and is thus randomized [119]. In this limit, ∆0 is well-described

as an isotropic complex Gaussian random variable with zero mean and complex variance

σ2
∆0 , where the real and imaginary components are independent. In general, the value of σ∆0

depends on the quantum well profile and confinement strength. But these heterostructure

details are not critical to our model, so we take the single-electron σ∆0 as an input to

our theory. (We later comment on the relationship between σ∆0 and σ∆s , the two-electron

equivalent, in the Supplement.)

The one-electron Hamiltonian Eq. (8.1) can be transformed from the static z± basis into

the basis of ground and excited valley states |vg(e)〉 through the rotation

Uv = 1√
2

−e−iφ0 1

e−iφ0 1

 (8.3)
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where φ0 = Arg∆0. Since φ0 varies across the heterostructure, this is not a static transfor-

mation, and the effective time-dependent single-electron Hamiltonian obtains a dynamical

correction:

H̃v = UvHvU
†
v − i~UvU̇ †v = 1

2

−Ev + ~φ̇0 −~φ̇0

−~φ̇0 Ev + ~φ̇0

 . (8.4)

(Here and throughout this work, we use tildes to indicate quantities in the basis of instan-

taneous valley eigenstates.) We see that terms proportional to valley phase fluctuations ~φ̇0

directly couple the ground and excited valley states. This coupling leads to Landau-Zener-

like excitations wherever ~φ̇ is large and Ev is small, as often occurs near valley minima, as

illustrated in Fig. 8.1(c).

Now, we consider the two-electron physics. There are two important differences from the

single-electron case. First, the Coulomb interaction between the two electrons modifies the

quantum dot envelope functions and reduces the orbital splitting compared to single-electron

case [57]. We assume the lateral confinement potential is strong enough that excited orbital

states are well-separated and can be treated perturbatively. Second, we must take care that

our basis states preserve Fermion parity. There are three degrees of freedom relevant to our

system: orbital, valley, and spin. Within the low-energy orbital subspace, there are six states

obeying Fermion anti-symmetry. Three are valley singlet, spin triplet states:

|0〉 = |SvalT spin
− 〉

|1〉 = |SvalT spin
+ 〉

|2〉 = |SvalT spin
0 〉,

(8.5)

where |Sval〉 = (|z+z−〉 − |z−z+〉)/
√

2, |T spin
− 〉 = | ↓↓〉, |T spin

+ 〉 = | ↑↑〉, and |T spin
0 〉 = (| ↑↓

〉 − | ↓↑〉)/
√

2. (We have omitted T orb
− labels for clarity.) The remaining three states are
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valley triplets and spin singlets:

|3〉 = |T val
− Sspin〉

|4〉 = |T val
+ Sspin〉

|5〉 = |T val
0 Sspin〉,

(8.6)

where |T val
− 〉 = |z−z−〉, |T val

+ 〉 = |z+z+〉, and |T val
0 〉 = (|z+z−〉+ |z−z+〉)/

√
2. In this basis, the

spin-valley Hamiltonian to lowest order, excluding spin-orbit coupling, is given by

H2e
sv =



εs − Ez 0 0 0 0 0

0 εs + Ez 0 0 0 0

0 0 εs 0 0 0

0 0 0 εs 0
√

2∆s

0 0 0 0 εs
√

2∆∗s

0 0 0
√

2∆∗s
√

2∆s εs



(8.7)

where ∆s and εs are given by Eq. (8.2), replacing the single-electron envelope function ψ0 with

the two-electron envelope ψs, accounting for Coulomb interactions. In deriving Eq. (8.7),

we have used the two-electron quantum well potential U2e
qw = U (1)

qw ⊗ I(2) + I(1) ⊗ U (2)
qw (the

superscript labels the electron), and we have used the fact that both electrons share the

same envelope function to lowest order.

As we did in the single-electron case, we can diagonalize the Hamiltonian of Eq. (8.7) by

applying a valley rotation,

U2e
v =



−e−iφs 0 0 0

0 1
2e
−2iφs 1

2 − 1√
2e
−iφs

0 1
2e
−2iφs 1

2
1√
2e
−iφs

0 − 1√
2e
−2iφs 1√

2 0


(8.8)
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in the basis {|Sval〉, |T val
− 〉, |T val

+ 〉, |T val
0 〉}, where φs = Arg[∆s]. It is important to note that U2e

v

is a rotation purely in valley space, so it leaves spin states unmodified. As we shall see below,

this property leads to the stability of valley singlets against Landau-Zener leakage. Once

again, since ∆s varies across the heterostructure, this is not a static basis transformation,

and the effective time-dependent Hamiltonian obtains a dynamical correction −i~U2e
v

˙U2e
v

†.

Electrons in Si/SiGe quantum dots are also known to experience weak spin-orbit cou-

pling, which nonetheless plays an important role in spin shuttling. We use the spin-orbit

coupling model of Woods et al. [209], including both inter-valley and intra-valley Rashba

and Dresselhaus terms. For a single particle in the z± valley basis, Hso = ατ0(kxσy−kyσx)+

(βτ− + β∗τ+)(kxσx − kyσy), where σi are Pauli matrices in spin space, τi are Pauli matrices

in the z± valley basis, τ± = (τx ± iτy)/2 are valley raising and lowering operators, and α

and β = |β|eiφβ are the Rashba and Dresselhaus spin-orbit coupling parameters. We take

α = 2 µeV nm and |β| = 12 µeV nm [209], and we set φβ = 0 for simplicity. The equiva-

lent two-electron Hamiltonian is H2e
so = H(1)

so ⊗ I(2) + I(1) ⊗ H(2)
so . Transforming to a frame

co-moving with the quantum dot, we replace kj → kj +mtvj/~, where vj is the dot velocity

along axis j ∈ {x, y}. After applying the valley rotation of Eq. (8.8), we obtain an effective

spin-orbit Hamiltonian in our low-energy subspace.

Taken all together, we have the following effective first-order two-electron Hamiltonian:

H̃2e
sv =



−Ez 0
√

2mso 0 0 0

0 Ez
√

2m∗so 0 0 0
√

2m∗so
√

2mso 0 0 0 0

0 0 0 −Ev,2e 0 − ~φ̇√
2

0 0 0 0 Ev,2e − ~φ̇√
2

0 0 0 − ~φ̇√
2 − ~φ̇√

2 0



+ (2εs + ~φ̇)I6×6 (8.9)

where Ev,2e = 2|∆s|, mso = imtvxα/~, and v is the shuttling speed. The first two rows of
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H̃2e
sv are spanned by the computational basis,

|0L〉 = |S̃valT spin
− 〉 and |1L〉 = |S̃valT spin

+ 〉. (8.10)

Note that the valley components of these states are written in terms of instantaneous eigen-

states, i.e. |S̃val〉 = (|vevg〉 − |vgve〉)/
√

2. The remaining rows are spanned by the leakage

states

|l2〉 = |S̃valT spin
0 , |l3〉 = |T̃ val

− Sspin〉,

|l4〉 = |T̃ val
+ Sspin〉, |l5〉 = |T̃ val

0 Sspin〉.
(8.11)

In general, the spin-orbit terms depend on both the shuttling direction and magnetic field

orientation, and the values in Eq. (8.9) are computed assuming an in-plane magnetic field

B = Bx̂ and shuttling along x̂.

Some comments on Eq. (8.9) are in order. First, the terms proportional to ~φ̇ are the

dynamical terms due to motion through a fluctuating valley landscape. Importantly, the

logical subspace (rows 0 and 1) are not coupled to any other states via dynamical terms.

Such a coupling would necessarily require a spin flip, but the valley-diagonalizing rotation

of Eq. (8.8) is spin-independent. Thus, in the absence of spin-valley coupling, Landau-Zener

dynamics in valley space do not impact spin, and these states are immune to Landau-

Zener-type excitations. Second, spin-orbit coupling induces leakage pathways of the form

〈0(1)L|Heff|l〉. Thus, we expect leakage outside the qubit subspace to be the dominant source

of shuttling infidelity, as illustrated schematically in Fig. 8.1(e). Our choice of magnetic field

orientation and shuttling direction remove first-order spin-orbit coupling-induced leakage

from the logical subspace to states |l4〉, |l5〉, and |l6〉. In this case, B is aligned with v,

so only valley-preserving Rashba spin-orbit terms contribute to leakage. However, as we

demonstrate in the Supplement, this choice does not significantly impact our results. It turns

out that second-order virtual coupling to excited orbital states provide a stronger leakage
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Figure 8.2: Energy level structure of two-electron quantum dots. (a) Schematic illustration of
the energy levels in a doubly-occupied quantum dot, including the logical basis (red) and low-
lying leakage states. The 8 single-electron excited orbital states are also illustrated, and each
two-electron excited orbital state is formed from one of the 8 single-electron excited states
and one low-energy state. (b) Two-electron orbital energies as a function of the confinement
strength Eorb,1e, computed with FI methods without alloy disorder, for vertical fields Eφ = 1
and 10 mV nm−1. (c) Electron density of the first excited orbital state. (d) Electron density of
the ground orbital state. (e) Energies of the six low-lying instantaneous eigenstates (labeled
|ej〉) across a heterostructure, for a randomly generated disorder landscape, including the
two qubit states |SvalT spin

± 〉 (red), and the remaining low-energy leakage states. We have
ignored dynamical terms ∝ φ̇ to compute these levels.

pathway, which we consider in the following section. Finally, in the above derivation, we

ignore inter-valley g-factor variations. According to Woods et al., the g-factor fluctuations

are largely equal and opposite in the ground and excited valley states, so they vanish for our

logical basis states. For the remaining states, these small energy changes are dominated by

the other energies in the system.

8.3 Second-order effects

In addition to spin-orbit coupling, there are second-order leakage pathways via virtual cou-

pling to excited orbital states. There are two sources of this coupling: (1) spin-preserving

valley-orbit transitions induced by alloy disorder, and (2) spin-flipping transitions induced
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by spin-orbit coupling. Each of these terms induces matrix elements of the form 〈s|H|p〉,

where orbital |s〉 states form our 6-level low-energy subspace, and orbital |p〉 states contain

one orbital excitation. Including both px and py states, there are 32 excited orbital levels

that obey Fermion parity. The low-lying and excited orbital energy levels are illustrated in

Fig. 8.2(a). We assume the excited orbital states are well-separated from the low-energy

subspace, so they can be treated perturbatively according to the Schrieffer-Wolf transform,

leading to the second-order contributions

H ′ij = 1
2
∑
k

HikHkj

(
1

Ei − Ek
+ 1
Ej − Ek

)
(8.12)

where i and j label states within the 6-level subspace, k runs over the 32 possible excited

orbital states, Hik are couplings between low-energy and excited-orbital subspaces (evaluated

in the static valley basis), Ei are the diagonal terms of Eq. (8.9), and Ek are the diagonal

terms of the px and py excited orbital subspace. There 6×32 = 192 possible matrix elements

of the form 〈i|H|k〉, so we leave the details of this calculation to the Supplement. However,

we comment here on the scaling dependencies of these leakage mechanisms. First, all second

order terms are approximately proportional to 1/Eorb. So, leakage is reduced for more

strongly-confined systems. Spin-transition matrix elements are proportional to βksp, where

β is a spin-orbit coupling parameter and ksp is the coupling of the form 〈s|k|p〉. Spin-

preserving valley-orbit transitions, on the other hand, are proportional to integrals of the

form ∫
dr ψsψpUqw ∼

∫
dr e−2ik0zψsψpUqw ∼ σ∆. (8.13)

Any second-order leakage pathway outside of the logical subspace requires at least one spin

transition, induced by spin-orbit coupling, and one spin-preserving valley-orbit transition,

scaling like βkspσ∆/~. Because leakages scale with β, this scheme benefits from the small

spin-orbit coupling in Si. And because leakages scales with σ∆, leakage is suppressed in

systems with low alloy disorder and, therefore, low valley splittings.
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As described above, all second-order couplings scale like ∼ 1/Eorb. To determine the size

of second-order effects, we need to determine Eorb. In two-electron systems, the orbital energy

is reduced by electron-electron Coulomb interactions [57, 58]. Thus, we must solve the fully

interacting two-electron problem to accurately determine Eorb. By combining the effective

mass approximation (EMA) and FCI methods in the MaSQE software package [6], we simu-

late two electrons confined by the potential Uφ = 1
2mtω

2[(x−x0)2 + (y− y0)2] + eEφz+Uvc
qw,

where (x0, y0) is the dot center, Eorb,1e = ~ω is the characteristic single-electron confinement

energy, Eφ is a vertical electric field, and Uvc
qw is the quantum well potential in the virtual

crystal approximation (ignoring random alloy disorder). We use a 10 nm wide quantum well,

with interface widths 0.8 nm, consistent with state-of-the-art fabrication techniques [46, 145];

see the Supplement for further details. We obtain the two-electron orbital splittings Eorb for

vertical fields Eφ = 1 mV nm−1 and 10 mV nm−1, plotted in Fig. 8.2(b). We also illustrate the

ground-state and first-excited orbital wavefunctions in Figs. 8.2(d) and (c), demonstrating

their s- and p-like character. In our shuttling simulations, for a given Eorb,1e, we use Eorb

averaged between the Eφ = 1 and 10 mV nm−1 values.

8.4 Shuttling simulations

To evaluate the performance of our spin triplet shuttling scheme, compared to single-electron

shuttling, we perform simulations of spin shuttling across 5 µm of heterostructure. To param-

eterize the amount of disorder in the system, we fix the size of the single-electron inter-valley

coupling distribution, σ∆0 . The statistical properties of the two-electron inter-valley cou-

pling, ∆s, as well as valley-orbit coupling to excited orbitals, are related to σ∆0 , so we can

now randomly generate these matrix elements as they fluctuate across a heterostructure, as

detailed in the Supplement. We plot the instantaneous eigen-energies across a heterostruc-

ture of one such random disorder landscape in Fig. 8.2(e), where we can clearly see the

energies of the polarized valley states (|T̃ val
− 〉 and |T val

+ 〉) fluctuate widely. The remaining
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states are composed of both a ground and excited valley and have flat energy dispersions.

For each disorder landscape, we numerically solve the Schrodinger equation in terms of the

time evolution propagator, i~U̇ = HU . In the two-electron case, H = H̃2e
sv + H̃ ′, where H̃2e

sv

is given in Eq. (8.9). The second-order contribution H̃ ′ = U2e
v H

′U2e
v
†, where U2e

v is given in

Eq. (8.8) and H ′ is given in Eq. (8.12). By repeating this process five times for each σ∆0 , we

build up a distribution of shuttling through different instantiations of random alloy disorder.

To evaluate shuttling performance, we compute the trace infidelity [120, 208]

I = 1−
[1
2 |TrPUP†U †id|

]2
(8.14)

where P = |0L〉〈0L| + |1L〉〈1L| projects the system into the logical subspace, and Uid is

the time-evolution under an “ideal” Hamiltonian with all second-order contributions and

spin-orbit terms removed.

We summarize the results of our two-electron shuttling simulations in Fig. 8.3. In panels

(a) and (b), we plot the trace infidelities computed with Eq. (8.14) for total shutting distances

of 2 µm (a) and 5 µm (b), for σ∆0 ∼ {10, 20, 50} µeV, and for Eorb,1e from 2 to 6 meV. In

these simulations, we adopt a constant shuttling velocity vx = 10 m s−1. Across all sets of

simulations, we observe average infidelities improve with increasing Eorb,1e. We also observe

lower infidelities for smaller σ∆0 , as expected.

We also explore how shuttling infidelity scales with shuttling velocity. For the same set

of σ∆0 and Eorb,1e = 4 meV, we simulate shuttling at vx = 1, 10, and 100 m s−1, illustrated

in Fig. 8.3(c). As we increase shuttling speed, we note an reduced shuttling infidelity in

all cases. This is a demonstration of motional narrowing – by moving quickly through a

landscape of disorder, the disorder is more rapidly averaged toward zero [109]. For shuttling

at 100 m s−1, we observe that shuttling infidelities consistently < 10−3 are achievable in the

strong-confinement, small-Ev regime.

To benchmark the performance of our two-electron shuttling scheme, we also simulate
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single-electron shuttling through landscapes with the same alloy disorder characteristics.

In this case, we randomly generate the single-electron inter-valley coupling ∆0 as above.

The single-electron Hamiltonian is given by H1e = H̃v ⊗ Ezσz/2, where the single-electron

valley Hamiltonian H̃v is given in Eq. (8.1). Since Landau-Zener-like excitations dominate

the infidelity, we ignore all other sources of leakage, like spin-orbit coupling. In the single-

electron case, the logical basis is formed by the ground valley spin states.

For σ∆0 = 10 µeV and Eorb,1e = 4 meV, we plot the trace infidelity of one-electron shut-

tling as a function of distance, over 5 µm (light blue lines), as well as the average infidelity

(dark blue line) in Fig. 8.3(d). For comparison, we include the trace infidelities of 5 single-

electron shuttling simulations using the same parameters (light gray lines), as well as their

average (black line). Clearly, the two-electron shuttling outperforms the single-electron shut-

tling – the two-electron average infidelity at 5 µm is ∼ 10−3, while the average single-electron

infidelity is of order 1.

8.5 Summary

In this paper, we have proposed a scheme based on two-electron quantum dots for spin shut-

tling in Si devices with disordered valley landscapes. By encoding the quantum information

in polarized spin triplet states, the shuttling process is immune to Landau-Zener valley ex-

citations. Leakage is dominated by second-order virtual excitations of excited orbital states,

which are reduced in systems with large orbital splittings and small valley-orbit couplings

(and valley splittings). In this regime, shuttling with infidelity < 10−3 is achievable. More-

over, no fine-tuning of the shuttling path is required. This stands in stark contrast to other

proposals for high-fidelity shuttling in silicon, which require engineering large valley split-

tings as well as some degree of tunability in the shuttling protocol. We hope this work

encourages future study of other unconventional qubit encodings, which may have desirable

properties yet to be discovered.
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Figure 8.3: Shuttling infidelities across a range of disorder and confinement strengths. (a)
Shuttling infidelity computed with Eq. (8.14) computed at distance 2 µm for a variety of
confinement strengths and σ∆0 , at shuttling speed v = 10 m s−1. Black lines indicate the
mean infidelity across the 5 simulations. (b) Same as (a), now at shuttling distance 5 µm.
(c) Shuttling infidelities at 5 µm for Eorb,1e = 4 meV for a variety of shuttling velocities.
(d) For Eorb,1e = 4 meV and σ∆0 = 10 µeV, we plot the trace infidelity as a function of
distance for all 5 random alloy configurations (light blue), as well as the mean infidelity
(dark blue). For comparison, we plot trace infidelities for one-electron shuttling under the
same conditions. Inset: leakage probabilities to each of the four leakage states, averaged
over 5 disorder realizations, for Eorb,1e = 2, 4, and 6 meV and σ∆0 = 10 µeV.
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Chapter 9

Conclusion

In this thesis, we have examined many aspects of the physics of valley splitting in Si/SiGe

heterostructures. First, we examined the microscopic origins of the valley splitting, making

frequent comparisons between our theories and experiments. In Chapter 2, we examined

the valley splitting in the quantum Hall regime. In Chapter 3, we examine the physics

of valley splitting in quantum dots. In particular, we describe the role of random alloy

disorder, and we derive a theory of valley splitting that can explain the wide variation of

valley splittings observed in real devices. This theory is compared to measurements of Ev in

many quantum dots, showing good agreement. Furthermore, we propose a heterostructure

that can boost average Ev by incorporating a uniform Ge concentration into the quantum

well. In Chapter 4, we provide further experimental evidence for the role of alloy disorder

in valley splitting through measurements and simulations of a Wiggle Well heterostructure.

And in Chapter 5, we elaborate on the theory outlined in Chapters 3 and 4. We describe a

crossover between deterministic and disordered valley splitting regimes. Quantum wells with

very sharp features are in the deterministic regime, having uniformly large valley splittings.

On the other hand, most realistic devices are in the disordered regme, where alloy disorder

dominates and valley splittings vary widely. We demonstrate that monoatomic steps in the

interface have little impact in the disordered regime, and we evaluate the performance of
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many devices proposed to boost Ev.

In the second half of this thesis, we examined the impact of disorder-dominated valley

splitting on scaling spin qubits in silicon. In Chapter 6, we examine the impact of Ev on

strongly-driven flopping mode qubits. We show that qubit performance is strongly limited by

low valley splittings and large valley phase differences across the double-dot. We also examine

how various sources of disorder, combined with charge noise, impact qubit performance.

In Chapter 7, we examine the impact of disorder-dominated Ev on spin shuttling. We

demonstrate that regions of vanishing valley splitting are guaranteed to exist, leading to

leakage during shuttling. We propose several schemes to avoid this leakage and achieve

high-fidelity shuttling. And in Chapter 8, we explore an alternative qubit encoding in the

polarized spin-triplet states of a two-electron quantum dot. These states are immune to

Landau-Zener-type excitations, and they enable high-fidelity spin shuttling in some regimes.



190

Appendices



191

Appendix A

Supplementary Information for

Chapter 2

A.1 Theoretical Methods (Supplemental Materials)

Figure 3 of the main text presents theoretical estimates for the valley splitting as a function

of the magnetic field, B, and the two-dimensional electron density, n. This Supplementary

Section presents details of the calculations.

The final goal of the simulation procedure is to determine the vertical electric field in

the quantum Hall edge states. As a first step, we calculate the energy of a two-dimension

electron gas (2DEG), which has two predominant contributions. The first is electrostatic,

arising from voltages applied to top-gates, and electron-electron interactions in the 2DEG

that yield screening. The second is from vertical confinement of the 2DEG (perpendicular

to the 2DEG), caused by the quantum well and the vertical electric field. In the quantum

Hall regime, the density of states in the 2DEG splits into highly degenerate quantized levels;

however, these energy splittings are significantly smaller than the electrostatic and vertical

confinement energies [34]. This separation of energy scales allows the vertical and lateral

confinement problems to be solved independently, via the Born-Oppenheimer approxima-
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tion, and it also allows us to apply Thomas-Fermi quasiclassical methods to describe the

electrostatic screening [34]. Below, we combine the Born-Oppenheimer and Thomas-Fermi

methods in a single self-consistent scheme.

For a 2DEG, the Born-Oppenheimer approximation allows us to treat the vertical (z) and

lateral (x-y) confinement problems independently, beginning with the former. The vertical

confinement and the electrostatics can be solved simultaneously and self-consistently using

the Hartree approximation [44]. The full three-dimensional (3D) electron density takes the

form n3D ≈ |ψ(z)|2n(x, y), where ψ is the vertical (one-dimensional) wavefunction, and n

is the usual 2D electron density. Note that ψ(z) depends implicitly on x and y through

n, which is taken to be a constant in this calculation. Since the electric fields used to

accumulate electrons in a 2DEG are quite large, we use the method described in Ref. [63] to

include important corrections arising from the wavefunction penetration into the quantum

well barrier. At low temperatures, we find that electrons are confined to the lowest quantum

well subband with a confinement energy given by

Esb = 5
16

(33
2

)2/3
 ~2

2ml

(
e2n

ε

)2
1/3

− 5
3

√
2
33
e2n

ε

√
~2

ml∆Ec
, (A.1)

where ml ' 0.92m0 is the longitudinal effective mass in silicon, ε ' 11.4ε0 is the dielec-

tric constant in low-temperature silicon, and ∆Ec is the conduction band offset of the

Si1−xGex/Si/Si1−xGex quantum well, which we take to be ∆Ec = 0.15 eV for the x = 0.3

heterostructures used in this experiment. The first term in Eq. (A.1) is the leading-order

contribution from confinement in an approximately triangular quantum well. The second

term is the correction for the penetration of the electron wavefunction into the SiGe barrier.

Next we solve the full, 3D electrostatics, taking into account the lateral variations of

n(x, y). In this case, we treat the 2DEG as strictly two-dimensional, in a plane located 2 nm

below the top of the quantum well. In the Thomas-Fermi method, the electron density n(x, y)

and the electrostatic potential φ(x, y, z) are determined self-consistently. Typically [62], n
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is determined by integrating the density of states, from the lowest available electron energy

in the conduction band (−eφ) up to the Fermi level, EF , which corresponds to the global

chemical potential. Here, we use the same method, but we replace the lower limit of the

integration with the full quasiclassical energy, −eϕ + Esb. The resulting Thomas-Fermi

approximation for the 2DEG density is given by

n = gSimt

2π~2 (EF + eϕ− Esb)Θ[EF + eϕ− Esb], (A.2)

where gSi = 4 is the band degeneracy factor for strained silicon, including two spin and

two valley degrees of freedom, mt ' 0.19m0 is the transverse effective mass, and Θ[·] is the

Heaviside step function.

Several of the terms in Eq. (A.2) depend on n. However, the term originating from the

first term in Eq. (A.1), which is proportional to n2/3, is considerably larger than the others.

It is therefore convenient to adopt an approximation of the form

n ' 3n1/3
t n2/3

2 − nt
2 (A.3)

for the smaller, linear-in-n terms in Eq. (A.2), which is valid for n ' nt, where nt is a typical

value of the electron density. In practice, we find that Eq. (A.3) provides accurate results

over the entire experimental range of interest when choosing nt = 2×1011 cm−2. Rearranging

terms, the improved Thomas-Fermi approximation can be rewritten as

n

nt
=

 EF + eϕ

3π~2nt
4mt −

5e2nt
2ε

√
2~2

33ml∆Ec + 5
32

(
~2

ml

)1/3 (33e2nt
ε

)2/3


3/2

Θ [EF + eϕ] , (A.4)

where we have absorbed a global constant into the definition of EF . For the parameters

assumed here, this simplifies to

n = 1.6× 1046(EF + eϕ)3/2Θ[EF + eϕ], (A.5)
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where we have assumed SI units. It is interesting to note that the scaling dependence n ∼

(EF + eϕ)3/2 observed in Eq. (A.5) is consistent with the 3D Thomas-Fermi approximation.

This is a natural outcome of accounting for the confinement energy in Eq. (A.1), which arises

from the third spatial dimension, perpendicular to the 2DEG. Since this confinement energy

is relatively large, and depends strongly on n, it suggests that the more conventional 2D

Thomas-Fermi approximation is likely to yield inaccurate results.

The Fermi level EF appearing in Eq. (A.5) is constant across the whole sample, and its

value is chosen to yield the desired electron density in the bulk region. For our activation

energy experiments, the bulk density is given by nbulk = νbulknB, where nB = eB/h is the

density of a single filled level [44], and νbulk is an integer. The values of n reported in the

figures in the main text correspond to n = nbulk. However, the theoretical valley splittings

reported in the main text are obtained from the same simulations by evaluating the vertical

electric field Ez in the outer edge channel, at the position where n = nB.

Finally, for completeness, we present the full energy of a 2DEG in the quantum Hall

regime, including lateral quantization effects, although it is not used in our simulations:

ε(n,B, nLL,ms,mv) = −eϕ(x, y) + Esb(x, y) + (nLL + 1
2)e~B

mt

+msg
∗µBB +mvEv. (A.6)

Here, nLL = 0, 1, 2, . . . is the Landau level index, ms = ±1/2 is the spin quantum number,

g∗ is the Landé g-factor, mv = ±1/2 is the valley quantum number, and Ev is the valley

splitting.
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Appendix B

Supplementary Information for

Chapter 3

B.1 Electrical characterization

B.1.1 Magnetotransport characterisation of Hall-bar shaped het-

erostructure field effect transistors
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Figure B.1: a,b. Mobility µ and conductivity σxx as a function of Hall density n measured
for quantum well A. c, d Mobility µ and conductivity σxx as a function of Hall density n
measured for quantum well B. e Maximum mobility µmax for quantum well A (magenta) and
quantum well B (green) extracted from a and c. Black crosses are the mean and standard
deviation. For quantum well A we find µmax = 129.000 ± 53.000 cm2/Vs and for quantum
well B we find µmax = 208.000±74.000 cm2/Vs. f Percolation density np for quantum well A
(magenta) and quantum well B (green) extracted by fitting the conductivity-density curves
in b and d to the relationship σxx ∝ (n − np)1.31 [189]. Since this percolation theory is
valid only at low densities, for each sample we chose a fitting range that goes from the lowest
measured density nmin to a density nmax,fit that yields the best fitting results. For the devices
from quantum well A in b we have nmax,fit = 3.2×1011 cm−2, 2.2×1011 cm−2, 2×1011 cm−2,
2×1011 cm−2, 2.2×1011 cm−2, 2.2×1011 cm−2, 2.5×1011 cm−2, 4×1011 cm−2, 5.8×1011 cm−2.
For the devices from quantum well B in d we have nmax,fit = 1.35×1011 cm−2, 1.35×1011

cm−2, 1.6×1011 cm−2, 1.6×1011 cm−2, 1.6×1011 cm−2, 1.8×1011 cm−2, 1.35×1011 cm−2 Black
crosses are the mean and standard deviation of the percolation density. For quantum well A
we find np = 1.56 ± 0.53×1011 cm−2 and for quantum well B we find np = 0.59 ± 0.1×1011

cm−2.

B.1.2 Singlet-triplet energy splitting in quantum dots

The singlet-triplet energy splitting is computed according to the configurations in Fig. B.4.

In the configuration in Fig. B.4a the red line can be fitted to compute EST with the formula

[51]:

VP = 1
αβe

ln e
1
2κB+βeEST (eκB + 1)

eκB + e2κB + eκB+βeEST + 1 , (B.1)
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where α is the lever arm converting gate voltage to energy, VP is the gate voltage, κ = gµBβe

where βe = 1/kBTe, g is the Lande-g-factor in silicon, µB is the Bohr magneton, B is the

magnetic field, kB is Boltzmann’s constant, and Te is the electron temperature [51].

In the configuration in Fig. B.4b the Hamiltonian of the T− state is given by:

Ĥ =

ES0 tc

tc ET−

 (B.2)

where ES0 is the energy evolution of the singlet state, ET− is the energy evolution of the

triplet minus-state, and the off-diagonal element tc is the tunnel coupling between the (1,1)-

state and the the (2,0)-state in the double quantum dot. Diagonalization of the Hamiltonian

yields:

µn(T−) = 1
2(ES0 + ET− +

√
(ES0 − ET−)2 + 4t2c ) (B.3)

To fit the red line from Fig. B.4b we use ES0 = 0 and ET− = α(gµBB + EST ), where α

is the lever arm, g is the single particle g-factor, B is the magnetic field, and EST is the

singlet-triplet splitting.
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Figure B.2: a-c Activation energy measurements of the valley gap ∆v (red circles) and
Zeeman gap ∆Z (blue circles) as a function of the magnetic field B for three different devices
from quantum well A. ∆v is measured at the 2n− 1 quantum Hall filling factors and ∆Z is
measured at the 4n−2 filling factors. We follow the same methodology as in Ref. [146]. The
blue and red dashed lines are theoretical fits to the experimental data using the equations
∆Z = g∗µBB − cBB − Γ and ∆v = cBB − Γ, where g∗ is the effective Landé-g-factor, µB
is the Bohr magneton, cB is the proportionality factor of the valley splitting with B, and Γ
is the Landau level broadening induced by disorder. We obtain cB = 30.64 ± 3.14 µeV/T,
30.43±5.12 µeV/T, 32.46±2.14 µeV/T, and g∗ = 1.74±0.16, 2±0.21, 2.36±0.12 respectively.
The blue and red solid lines correspond to the estimated Zeeman and valley energy gaps,
respectively. d, e Activation energy measurements and fits of the valley gap and Zeeman
gap as in a-c for two devices from quantum well B. We obtain cB = 26.28 ± 1.65 µeV/T,
43.15 ± 3.19 µeV/T, and g∗ = 1.77 ± 0.13, 2.54 ± 0.17 respectively. f Rate of increase
of valley splitting with magnetic field EQHE

V for quantum well A (magenta) and quantum
well B (green) extracted from the fitting analysis of a-e. We calculate EQHE

V by setting
EQHE
V = cBg/g

∗, thereby scaling cB with a coefficient g/g∗ that normalizes the fitted g∗ to
the value g = 2 in silicon. This normalization is a way to take into account the modest
electron-electron interaction present in different devices, allowing for a comparison across
different quantum wells. Black crosses are the mean and standard deviation of EQHE

V . For
quantum well A we find EQHE

V = 31.1± 3.9 µeV/T and for quantum well B we find EQHE
V =

31.8± 3 µeV/T. g, Schematic drawing of a Landau level split into Zeeman and valley energy
levels, showing all relevant energy separations. Shaded areas represent the single-particle
Landau level broadening Γ due to disorder [146].
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Figure B.3: A Coulomb blockade measurements of QD1, device 5 (see Table S3). The
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Coulomb diamond (indicated by the red lines) we extract a leverarm α = 0.11 eV/V using the
method described in the supplementary information of Ref. [37]. b Pulsed gate spectroscopy
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a pulse frequency of 25 kHz, both applied to the same gate. The arrow indicates the orbital
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Figure B.4: a, Energy evolution of the ground state and first excited state in a single quantum
dot as a function of the magnetic field. The red line shows the expected spin filling for the
charge transition N = 1 → 2. At B = BST the typical kink can be observed, where the
Zeeman energy EZ is equal to the singlet-triplet splitting energy EST . b, Energy evolution
of the four lowest lying energy states in a double quantum dot as a function of the magnetic
field with fixed electron number N = 2. The red line represents the T− energy state measured
along the (1,1) →(2,0) transition. At B = BST the singlet state S0 and the triplet state T−
are equal in energy, resulting in an anticrossing.
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Figure B.5 (previous page): Magnetospectroscopy of quantum dots fabricated on quantum
well A. VP is the gate voltage applied to the plunger gate forming the quantum dot. For
clarity, we subtract from VP in panels a) - j) an offset that depends is on the quantum dot
being measured. a) - f) Magnetospectroscopy data measured along the N = 1→ 2 transition
of five different quantum dots on three different samples in quantum well A. The signal is
measured by monitoring the derivative of the current through a nearby charge sensor. a),
A charge fluctuation occurred during the measurement and to optimize the fitting routine,
we shifted the data in the range 0.3-0.6 T upwards by 1 mV. a) - f), Due to low tunnel
rates, for each gate Voltage sweep at the different magnetic fields, we determine the points
with the highest derivative of the current ∂I

∂V
through the charge sensor as the N = 1 → 2

charge transition. We then use these points as the input of eq. B.1. With this equation
we can fit the charge transition as a function of the magnetic field (black curve). g) -
j) Magnetospectroscopy data measured along the N = 1 → 2 transition of four different
quantum dots on two different samples in quantum well A. The quantum dot is probed
via gate-based sensing using an on-chip superconducting resonator in these measurements
[155]. The magnitude of the transmitted microwave signal S21 through a feed line that is
capacitively coupled to the resonator is plotted here. For each gate Voltage sweep at the
different magnetic fields, we use a Lorentzian function to find the resonance peak of the
signal. The resonance peaks then are used as input of eq. B.1. With this equation we can
fit the charge transition as a function of the magnetic field (black curve).
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Figure B.6 (previous page): Magnetospectroscopy of quantum dots fabricated on quantum
well B. VP is the gate voltage applied to the plunger gate forming the quantum dot. For
clarity, we subtract from VP in panels a) - l) an offset that depends is on the quantum
dot being measured. a) -d) Magnetospectroscopy data measured along the N = 1 → 2
transition of four different quantum dots on two different samples in quantum well B. The
signal is measured by monitoring a, the current I through a nearby charge sensor, or b - d
by monitoring the derivative of the current ∂I

∂V
through a nearby charge sensor. a - d, To

extract the inflection point of the electron charge transition, we fit the signal of the detuning
for every magnetic field to eq. (2) from Ref. [48]. The inflection points then are used as input
of eq. B.1. With this equation we can fit the charge transition as a function of the magnetic
field (black curve). e) - l) Magnetospectroscopy data measured along the N = (1, 1)→ (2, 0)
transition of eight different quantum dots on two different samples in quantum well B. The
signal is measured by monitoring the reflected amplitude of the rf readout signal through a
nearby charge sensor. To extract the inflection point of the electron charge transition, we
fit the signal of the detuning for every magnetic field to eq. (2) from Ref. [48]. Here we
superimpose the inflection points as green curves, to help the reader to follow the charge
transitions. To extract BST we use the crossing point of two linear fits (black solid lines)
along the T− and S0-state. On top of these samples there is a micromagnet lowering the
magnetic field strength at the center of the sample by up to 0.2 T corresponding to 23 µeV
which is taken as a lower bound for measurable EST .
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Stack Wafer ID database processing ID Figure device ID transition BST (T) EST (µeV) dp (nm)
QW A QT428 DEMO 13 S4a D1 2-dot, P2 (0,1) → (0,2) 1.11 129±1.1 50
QW A QT428 DEMO 13 S4b D1 2-dot, P1 (0,1) → (0,2) 0.42 49.4±2.2 50
QW A QT428 DEMO 21 S4c D2 2-dot, P1 (0,1) → (0,2) 0.83 96.6±6.3 50
QW A QT428 DEMO 21 S4d D2 2-dot, P2 (0,1) → (0,2) 1.47 170.4±9.0 50
QW A QT428 DEMO 15 S4e D3 2-dot, P1 (0,1) → (0,2) 1.52 176.3±13.4 50
QW A QT428 DEMO 15 1f, S4f D3 2-dot, P2 (0,1) → (0,2) 1.57 182.3±5.8 50
QW A QT539 SQ19-193-1-3-03 S4, g D4 2-dot, P1 (0,1) → (0,2) 0.31 35.7±5.9 50
QW A QT539 SQ19-193-1-3-03 S4, h D4 2-dot, P2 (0,1) → (0,2) 0.45 52.6±0.8 50
QW A QT539 SQ19-193-1-3-04 S4, i D5 2-dot, P1 (0,1) → (0,2) 0.9 104±1.6 50
QW A QT539 SQ19-193-1-3-04 S4, j D5 2-dot, P2 (0,1) → (0,2) 0.69 79.6±2.0 50
QW B QT592 SQ20-20-5-25-2 S5, a D1 5-dot, P4 (0,1) → (0,2) 0.74 85.7±2.0 40
QW B QT592 SQ20-20-5-25-2 S5, b D1 5-dot, P1 (0,1) → (0,2) 0.71 82.1±3.7 40
QW B QT592 SQ20-20-5-25-2 S5, c D1 5-dot, P2 (0,1) → (0,2) 0.7 81.7±10.1 40
QW B QT553 SQ19-228-2-44-2 S5, d D6 2-dot, P2 (0,1) → (0,2) 0.41 47.2±3.68 50
QW B QT592 SQ20-20-5-18-4 S5, e D1 6-dot, P3 (1,1) → (0,2) 0 0±0 50
QW B QT592 SQ20-20-5-18-4 S5, f D1 6-dot, P4 (1,1) → (0,2) 1.73 191.5±13.2 50
QW B QT637 SQ20-205-2-12 S5, g D2 6-dot, P1 (1,1) → (0,2) 1.06 123.1±8.9 40
QW B QT637 SQ20-205-2-12 S5, h D2 6-dot, P2 f (1,1) → (0,2) 1.56 180.5±9.7 40
QW B QT637 SQ20-205-2-12 S5, i D2 6-dot, P3 (1,1) → (0,2) 1.1 126.8±33.6 40
QW B QT637 SQ20-205-2-12 S5, j D2 6-dot, P4 (1,1) → (0,2) 1.27 147.3±15.7 40
QW B QT637 SQ20-205-2-12 S5, k D2 6-dot, P5 (1,1) → (0,2) 0.5 57.9±13.5 40
QW B QT637 SQ20-205-2-12 S5, l D2 6-dot, P6 (1,1) → (0,2) 1.25 144.6±19.1 40

Table B.1: Summary of quantum dot valley splitting measurements. Among all devices measured, in one case (data point
EST = 0 µeV) we did not observe in magnetospectroscopy the signature kink associated with valley splitting. This indicates a
very small valley splitting, below the lower bound of about 23 µeV set by our experimental measurement conditions. While very
small valley splitting values are within the predicted theoretical distributions in the main text, previous theories [63] suggest
that they could also originate from the presence of an atomic step within the quantum dot.
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B.2 Material characterization

B.2.1 Atom Probe Tomography analysis of interfaces

Atom Probe analysis (APT) of the interfaces is done in 5 steps. All of them explained in detail

below. First, the entire measurement is reconstructed using the standard reconstruction

algorithms [10]. Second, a cube approximately representing the size of an electrical defined

quantum in the x,y-plane and comfortably comprising the entire quantum well in the z-

direction/depth-direction is extracted from the reconstructed data. This is done to have

comparable sizes for each measurement, to limit the known reconstruction artefacts of APT

[151] and to enable a direct comparison to simulations in step 5. Third, the three-dimensional

point cloud created in the usual APT reconstruction [10] is tessellated using a Voronoi

tessellation [200, 201]. The Voronoi tessellation is used for all subsequent steps. It can

be viewed as a smoothing operation that “spreads out” the detected ions/atoms to a finite

volume rather than representing them as zero-dimensional points. Forth, a x,y-grid is defined

on the cube and for each cell of the grid a profile based on the Voronoi tessellation along

the z-axis is created that is than fitted with a sigmoid function. The collection of sigmoid

functions is then used to represent the interface and calculate the interface positions as well

as the isoconcentration surfaces. Fifth, the profile extracted from the Voronoi grid of the

entire cube is used to create a model structure with the known crystal structure of SiGe

and a pseudo-random distribution of Si and Ge atoms in the x-y plane, enforcing the same

profile along the depths direction as given by the Voronoi grid and the same percentage of

atoms in the volume as expected from the detection efficiency of the Atom Probe (here:

80 % detection efficiency of the LEAP 5000XS). These model structures interface are then

compared to the measurement results. All data treatment is done in Python 3.9 using numpy

1.20.3 and scipy 1.6.3.
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B.2.2 Extraction of the cubes and Voronoi tessellation

The cubes are manually extracted from the reconstructed volume as exemplary shown in

Fig. B.7 a-b). After a cube containing the quantum well with the approximate size of an

electrically defined quantum dot (∼ 30x30x20 nm) is extracted a Voronoi tessellation is

performed on the point cloud representing APT data inside the cube. A result of such a

tessellation in exemplary shown in Fig. B.7 c).

Figure B.7: Visualization of the extraction (a) of the cube (b) from the full data set (a) and
Voronoi tessellation of the cube (c)

B.2.3 Construction of the interface

Interfaces are constructed based on the Voronoi tessellated data sets. The process is depicted

in Fig. B.8. A grid is created in the x,y-plane of the tessellated data set (Fig. B.8 a-b).

For each cell of the grid a one-dimensional profile along the z-axis is generated using the

tessellation. As opposed to “regular” APT data [10] where profiles are created utilizing small

bins along the z-axis and concentrations are then calculated from the ions/atoms within the

bin [110], the profiles on the tessellated data are created by a set of cutting planes. The

process works by cutting the tessellation at each depth and use every ion/atom whose volume

is cut as part of the plane and hence have it contribute to the concentration measured within
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that plane and at that depth.This can be viewed as a smoothing operation that spreads out

the detected ions/atoms to a finite volume.

Figure B.8: Creation of a map from the Voronoi tessellated cube (a) by applying an x,y-grid
(b) and fitting of profiles along z-axis with a sigmoid function in each cell (c). The profiles
can then be used to calculate the position of e.g. the 25 % Germanium isoconcentration
surface (d).

Each x,y-cell (typically 3x3 nm wide spaced 1 nm apart and hence partially overlapping)

generates a profile and is then fitted using sigmoid function [54] as shown in Fig. B.8 c). The

sigmoid functions are then used to represent the interface in the following way:

• The inflection point of the sigmoid represents the position of the interface in each cell

(Fig. B.8 d)

• Isoconcentration surfaces [110] Chapter 6.3.2 are created by plotting the position where

the sigmoid of each cell reaches the respective concentration

Fig. B.9 and B.10 show examples of the interface positions maps and isoconcentration surface

maps generated in this way for the top and bottom interfaces of a QW A and a QW B sample.

Note, that the data can now readily be used to calculate the average roughness and root

mean square roughness in the usual way [75].
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Figure B.9: Examples of position maps of top (a, b) and bottom (c, d) Germanium interfaces
for both Quantum wells A and B. For each cell the depth plotted on the map is extracted
from inflection point the sigmoid fit to the profile extracted from the cell (Fig. B.8 b-c).
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Figure B.10: Example of Germanium isoconcentration surfaces or the top (a, b) and bottom
(c, d) interfaces of both QuantumWells A and B. The plots reported here show one particular
isosurface, 1% in a, b and 30% in c,d. Animated short clips provided as Supplementary
Movies show the evolution across the interfaces of each isoconcentration surfaces, from 1-
30 % Ge. As before the depth for each map can be extracted from the sigmoid fits to the
profile in each cell.
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B.2.4 Generating model data

Model data are generated based on the known crystal properties of Si66.5Ge33.5. A crystal of

the same size as the cubes extracted from the data (∼ 30x30x20 nm) is generated digitally

and then 20 % of the atoms in the crystal are pseudo-randomly removed to account for the

detection efficiency of the LEAP5000XS system used in the APT analysis.

Figure B.11: Example of a crystalline cube of QW A (a) and a comparison of the average
profiles of the measured quantum wells (see Fig. 2(c) of the main text) and profiles from a
generated cube of Quantum Well A (b) and Quantum Well C (c).

Along the depth axis of the cube the average measured APT profile of the Si and Ge

concentration of QW A and QW B as shown in Fig. 2c) of the main text is enforced. The

result of the generation of such a cube for QW A and the comparison of the depth profile

extracted from a cube of QWA and QW B to the average profile of QW A and QW B

respectively are shown in Fig. B.11. In Fig. B.12 interface position maps of these model

structures are shown. They should be compared to Fig. B.9 where the same maps are

extracted from measured data sets. The root mean square roughness as measured from the

model is compared to the data measured from the APT data in Fig 2 of the main text.

Note: the animation in the file Supplementary_ Movie_1.m4v shows for the top interface

of quantum well B (for increasing Ge concentration) the deviation of each isosurface tile

position from the isosurface’s average position. Here we benchmark the experimental data

from our APT analysis (at each frame of the animation) against average and min-max range

covered by 100 random models.
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Figure B.12: Examples of position maps of top (a, b) and bottom (c, d) Germanium interfaces
for model data sets of both Quantum wells A and B. As in Fig. B.9 the depth plotted on the
map is extracted from the inflection point of the sigmoid fit for the profile along the depth
axis generated in each cell (Fig. B.8 b-c).
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B.2.5 Atomic steps, Quantum well width, and bottom interfaces
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Figure B.13: a 10% isoconcentration surface from a Stack A sample without step. Blue areas
are below and red areas above the average height (defined as z = 0) of the isoconcentration
surface. The black lines are the positions of the line cuts in b and c. b line cut along the
x direction of the isoconcentration surface. in a. c line cut along the y-direction of the
isoconcentration surface. The z-position randomly oscillates around the mean value. d 10%
isoconcentration surface from a Stack A sample with clear spatial division of the blue and
red areas. The black lines are the positions of the line cuts in e and f. e line cut along the
x-direction of d. A step with height ∆ = 0.255 nm occurs at x = 7 nm, corresponding to
approximately 2 monoatomic layers. The black line represents the Heavyside step function
with the highest C and the step height is determined by taking average z-position of the
line cut before and after the step. f line cut along the y-direction of c. A step with
∆ = 0.18 nm occurs at x = 3 nm, corresponding to approximately 1.5 monoatomic layers.
The black line represents the average z-position before and after the step. g, Average width
of quantum well A (magenta line) and B (green line) as a function of the Ge concentration of
the isoconcentration surfaces. Shaded areas represent the standard deviation of the quantum
wells. h, Statistical analysis of the bottom 4τ interface widths derived from the fitting the
data for quantum well A (magenta) and quantum well B (green). Black crosses are the mean
and standard deviation for data from the different APT samples, highlighting the uniformity
of the interfaces. i, j, HAADF-STEM intensity profile for stack A and B (magenta and green
line, respectively) along the heterostructure growth direction (see TEMs in the main section).
The black lines are fits of the data in the interface regions, using a sigmoid function.

To evaluate the presence of atomic steps from isoconcentration surfaces, we consider one-

dimensional line cuts along the x- and y-axis of an isosurface. If a line cut crosses an atomic



213

step along the isosurface, the line cut should resemble a Heavyside step function H:

H(x− xs) = h0 +


−a/2, for x < xs.

a/2, for x ≥ xs.

(B.4)

where a is the step height, xs is the step position and the offset h0. To quantify the resem-

blance between a line cut and the step function, we determine the correlation coefficient C

between the two with:

C =
∑
k(zk − z̄)(hk − h̄)√∑

k(zk − z̄)2
√∑

k(hk − h̄)2
(B.5)

where zk are the z-values of the line cut, z̄ is the mean value of the line cut, k is the index

of the, hk are the values of the step function, and h̄ the mean value of the step function. If

C ≥ 0.75 we consider the linecut to represent a step. We subsequently can determine a by

taking the difference between the two plateaux ∆ = z̄k+ − z̄k−, where z̄k+ and z̄k− are the

average z-position before and after xs, respectively.
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B.2.6 SIMS and crosshatch pattern
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Figure B.14: a, b, Depth concentration SIMS profile of quantum well A and quantum well B
respectively. Analyzed elements are 28Si (red), 29Si (blue), 30Si (purple), Ge (black), oxygen
(green) and carbon (blue). In quantum well A both carbon and oxygen concentrations are
below their respective detection limits of 3 × 1016 cm−3 and 1 × 1017 cm−3. In quantum
well A only carbon is below the detection limits, while there is a residual oxygen content of
4 × 1017 cm−3 in the quantum well. c typical cross-hatch pattern from the surface of the
wafers.



215

B.3 Theoretical model

All numerical simulations and analysis in this section were performed in Python, using the

open-source libraries NumPy, SciPy, and Matplotlib.

B.3.1 Tight-binding model

In our analysis, we use the one-dimensional two-band tight-binding model of Boykin et

al. [27]. Here, the nearest-neighbor and next-nearest-neighbor hopping amplitudes, chosen

to yield the correct valley minimum wavevector and out-of-plane effective mass, are v = 0.683

and u = 0.612, respectively. The onsite energy ε is the sum of the contributions from the

electrostatic potential energy eEz, for a vertical electric field E = 0.0125 V/nm, and the

quantum well confinement potential U(z). The conduction band offset is taken to be a linear

interpolation:

∆Ec = (xw − xs)
[

xw
1− xs

∆ESi
∆2(xs)−

1− xw
xs

∆EGe
∆2(xs)

]
, (B.6)

where xw is the Si concentration inside the well and xs is the Si concentration in the quantum

well barriers (the substrate). The functions ∆ESi(Ge)
∆2

(x) describe the ∆2 conduction band

offsets for strained Si (Ge) grown on an unstrained SixGe1−x substrate. These functions are

approximately linear in x over their entire range, with limiting behaviors [164]

∆ESi
∆2(x) ≈ −0.502(1− x) (eV),

∆EGe
∆2(x) ≈ 0.743− 0.625(1− x) (eV),

(B.7)

when x → 0. The linearization scheme employed here agrees well with theoretical calcula-

tions [164].

As described in Methods, for our one-dimensional model, we determine the quantum well

potential U(zl) at each atomic layer position zl by linearly interpolating the conduction band
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offset between the barriers and the bottom of the well, yielding

U(zl) = xdl − xs
xw − xs

∆Ec, (B.8)

where xdl is the Si concentration at layer l, averaged over the lateral probability distribution

of the quantum dot wavefunction, as explained in subsection c, below. To simulate many

different quantum wells, we allow for random fluctuations of xdl , due to the finite size of a

quantum dot. Below, we derive the statistical distribution of xdl , as reported in Eq. (B.18).

B.3.2 Comparison with NEMO-3D

The two-band tight-binding model has the advantage of being computationally inexpensive,

allowing us to perform many random samplings, to obtain accurate statistics. To validate the

model, we compare our results to those of a more sophisticated 20-band sp3d5s* NEMO-3D

tight-binding model (including spin) [94]. NEMO-3D heterostructures are generated atom

by atom. Each atom is randomly chosen to be either Si or Ge, with the probability of choos-

ing Si given by the concentration profile x̄l for a given atomic layer l. The valley splitting is

computed as the energy difference between the two lowest conduction states.

First, we consider the quantum well confinement profile shown in the inset of Fig. B.15(c)

for a quantum dot with a lateral parabolic confinement potential, corresponding to an orbital

splitting of ~ω = 2.83 meV, and a vertical electric field of E = 0.0125 V/nm. Note that in

the two-band model, the resulting three-dimensional wavefunction is simply used to obtain

a set of weighted one-dimensional layer concentrations, xdl . The results of these NEMO-

3D simulations are plotted as histograms in Fig. B.15(a), while the corresponding results

from the two-band model are plotted in Fig. B.15(b). Although fewer random samples are

obtained in the NEMO-3D case, due to computational constraints, the two distributions

appear to agree well. The NEMO-3D distribution is found to have a mean of 87.4 µeV and
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a standard deviation of 50.1 µeV, while the two-band distribution is found to have a mean

of 104.7 µeV and a standard deviation of 55.7 µeV. Qualitatively, the two distributions have

similar shapes. NEMO valley splittings are on average slightly smaller, which is consistent

with previous results [27].

To analyze the relationship between 2-band and NEMO simulations in more detail, we

compute Ev with the 1D 2-band model using the same 60 heterostructures we used in

Fig. B.15(a). To do so, we took the heterostructure, computed the weighted average Si

concentration at each layer, and plugged it into the 1D 2-band model. We assumed the

wavefunction was in the ground state of a 2D isotropic harmonic oscillator potential, with

characteristic energy ~ω = 2.83 meV. Resulting valley splittings from NEMO (ENEMO
v ) and

the 2-band model (ETB
v ) are plotted against each other in Fig. B.15(c). We can see that there

is a clear, strong linear correlation between the two. Fitting these data to the relationship

ENEMO
v = kETB

v , we find k = 0.86 with standard error 0.018. Again, the fact that NEMO

valley splittings are slightly less than 2-band TB valley splittings is consistent with prior

results [27].

Next, we analyze the relationship between 2-band and NEMO simulations as a func-

tion of the Ge content in the well. Using the same heterostructures for both 2-band and

NEMO simulations, we compute valley splittings with both models, performing 20 simula-

tions for quantum wells with each of 0%, 5%, and 10% Ge. The resulting data are shown

in Fig. B.16(a). Again, there is a strong linear correlation between ETB
v and ENEMO

v . This

correlation is tightest for 0% Ge, but still clear with Ge in the well. Again, we fit all the

data to ENEMO
v = kETB

v , finding k = 0.76 with standard error 0.053, indicated in the inset

of Fig. B.16(a). We also perform the same fit for each of the 0%, 5%, and 10% Ge data

individually, also shown in the inset of Fig. B.16(a), and we find that the resulting k values

are not significantly different. We also note that these fit parameters are different than those

from Fig. B.15(c), indicating that there may be some interface-dependence for k. For these
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Figure B.15: A comparison of simulations with NEMO-3D and the 1-dimensional 2-band
tight-binding model. (a) Histogram of 60 randomized valley-splitting simulations using
NEMO-3D. (b) Histogram of 2,000 randomized valley-splitting simulations using the one-
dimensional two-band tight-binding model. (c) We directly compare simulations using
NEMO-3D and the 2-band model for the 60 heterostructures shown in (a). For each het-
erostructure, we plot its valley splitting with the 2-band model (ETB

v ) against it’s valley
splitting with NEMO (ENEMO

v ). The red dashed line shows the fit ENEMO
v = kETB

v with
k = 0.86. All simulations assume an orbital splitting of ~ω = 2.83 meV, and a vertical
electric field of E = 0.0125 V/nm.

simulations, we used dots with characteristic orbital energy ~ω = 2 meV and vertical field

E = 0.0125 V/nm. We use 80 ML wide wells and sigmoid interfaces with widths 4τ = 10 ML.

Fig. B.16(b) shows the mean and 25-75 percentile range of the valley splittings computed

with NEMO as a function of the quantum well Ge concentration. As presented in the main

text, the average valley splitting clearly grows with increasing Ge content. This is a nice

validation of the main results obtained with the simple 1D model.

B.3.3 Statistical distribution of intervalley couplings

Here, we examine the derivation of the statistical distribution of the intervalley coupling

matrix element in more detail. From Methods, we have the intervalley coupling matrix
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Figure B.16: (a) A comparison of valley splittings computed with the 2-band TB model
(ETB

v ) and NEMO-3D (ENEMO
v ). Valley splittings for each point were computed using the

same heterostructure on both methods. Black, blue, and green data correspond to quantum
wells with 0%, 5%, and 10% Ge, respectively. The red dashed line indicates the best fit
ENEMO
v = kETB

v , where k = 0.76 with standard error 0.026, shown in red in the inset.
Also shown in the inset are fit values k and their standard errors for each subset of data
individually. (b) The mean and 25-75 percentile range of ENEMO

v for quantum wells with
0%, 5%, and 10% Ge. For all simulations, we use quantum wells with widths of 80 ML and
interface widths of 4τ = 10 ML. We assume a parabolic confinement potential with strength
~ω = 2 meV and vertical field E = 0.0125 V/nm.

element

∆ = a0

4
∑
l

e−2ik0zl
xdl − xs
xw − xs

∆Ec|ψenv(zl)|2, (B.9)

where the valley splitting Ev = 2|∆|. As above, xdl represents the Si concentration in atomic

layer l, weighted by the probability distribution of the electron charge density in the dot.

We can split Eq. (B.9) into its deterministic and random contributions, using the definition

xdl = x̄l + δl, where x̄l is the ideal, smooth concentration profile of the heterostructure and

δl are the random fluctuations about this profile. The random contribution to the matrix

element can then be expressed as

δ∆ = a0∆Ec
4(xw − xs)

∑
l

e−2ik0zlδl|ψenv(zl)|2. (B.10)
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We now calculate the variance of the matrix element. First, we note that the random

fluctuations only occur in δ∆, so that Var [∆] = Var [δ∆]. Second, we recall that the vari-

ance of a complex random variable is the sum of the variances of its real and imaginary

components. Third, since we assume the fluctuations in different layers are independent, the

variance of the sum in Eq. (B.10) must be equal to the sum of the variances in each layer.

In this way, we obtain

Var [∆] =
[

a0∆Ec
4(xw − xs)

]2∑
l

|ψenv(zl)|4Var [δl] . (B.11)

To compute Var[δl], we note again that xdl represents the fluctuating Si concentration

in layer l, weighted by the electron charge density. We first describe the weighting func-

tion, which is defined in a single two-dimensional layer, and is proportional to the squared

amplitude of the wavefunction. In the lowest-subband approximation [65], the dot wavefunc-

tion is separable, so the in-plane component of the wavefunction ψt(x, y) does not depend

on the layer index. For a circular, parabolically confined dot with orbital excitation en-

ergy ~ωdot, the normalized wavefunction is given by ψt(x, y) = (πa2
dot)−1/2 exp(−r2/2a2

dot),

where the dot is taken to be centered at the origin, adot =
√
~/mtωdot is a characteristic

dot dimension, mt = 0.19me is the transverse effective mass, and r =
√
x2 + y2. Let us

consider the dot weighting function w(a), which is defined only at the atom locations a ∈ Al,

where Al is the set of all atom positions in layer l. Since w(a) is defined discretely, while

ψt(x, y) is continuous, their normalizations are different. To determine the normalization of

w(a), we require that ∑a∈Al w(a) = 1, which is analogous to the wavefunction normaliza-

tion
∫∞
−∞ dx dy|ψt(x, y)|2 = 1. The correspondence between between the sum, ∑a∈Al , and

the integral,
∫∞
−∞ dx dy, must take into account the fact that there are two atoms in every

two-dimensional unit cell of size a0 × a0, for a diamond cubic crystal like Si. Normalizing
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over a single unit cell, the correct correspondence is therefore given by

∑
a∈Al
→ 2

a2
0

∫ ∞
−∞

dx dy. (B.12)

Next, we define w(a) = c|ψt(ra)|2, where c is a proportionality constant, to be determined

below, and ra = (xa, ya) is the 2D coordinate location of atom a. Using the correspondence

in Eq. (B.12), we obtain the appropriate normalization for w(a):

w(a) = a2
0

2πa2
dot
e−r

2
a/a

2
dot . (B.13)

Now, according to its definition, the weighted Si concentration in layer l is given by

xdl =
∑
a∈Al

1 [a = Si]w(a), (B.14)

where the indicator function, 1 [a = Si], takes the value 1 if a is a Si atom and 0 otherwise.

The fluctuating part of the concentration is given by δl = xdl − x̄l. Calculating Var [δl], we

then obtain

Var [δl] = Var
∑
a∈Al

1 [a = Si]w(a)


=
∑
a∈Al

w2(a)Var [1 [a = Si]]

= x̄l(1− x̄l)
∑
a∈Al

w2(a).

(B.15)

Here, in the second line, we use the fact that the atoms in the random alloy are chosen

independently. In the third line, we use the fact that each indicator function in the sum is a

Bernoulli trial with variance given by p(1− p) [16], where the probability of success is given

by p = x̄l. Making use of Eqs. (B.12) and (B.13), we arrive at

Var[δl] = x̄l(1− x̄l)
a2

0
4πa2

dot
, (B.16)
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and

Var [∆] = 1
π

[
a2

0∆Ec
8adot(xw − xs)

]2∑
l

|ψenv(zl)|4x̄l(1− x̄l). (B.17)

To complete the calculation of Var[∆], we need to evaluate ψenv(zl). In this work, we

compute ψenv(zl) numerically, for the ideal concentration profile x̄l, and the corresponding

confinement potential U(zl) obtained from Eq. (B.8), by discretizing the Schrodinger equa-

tion on the atomic lattice sites zl.

Although analytical methods can be used to characterize xdl = x̄l + δl, as in Eq. (B.16),

we also perform other types of randomized numerical simulations, as described in the main

text. To do this, we could assign atoms in a 3D array, with each atom in layer l having

the probability x̄l of being silicon. The statistical properties of such an array derive from a

binomial distribution. In principle, for real wave functions, such calculations could involve

a very large number of atoms, to accurately describe the wavefunction tails. Alternatively,

we may consider a much smaller number atoms Neff, for which

xdl ∼
1
Neff

Binom (Neff, x̄l) , (B.18)

where Binom (n, p) is the binomial distribution with n trials and probability of success p.

The question now becomes, how should we determine Neff? The answer is that Neff should

be chosen to yield the correct statistical properties for xdl , including its mean and variance.

Using the known variance of the binomial distribution, Neff x̄l(1 − x̄l), and comparing to

Eq. (B.16), we see that we should choose Neff = 4πa2
dot/a

2
0. This corresponds to an effective

dot radius of reff =
√

2 adot =
√

2~/mtωdot.

B.3.4 Statistical distribution of valley splittings

Since the intervalley coupling ∆ is a complex random variable and is the sum of many inde-

pendent random variables (corresponding to the different layers), it follows a 2D Gaussian

distribution in the complex plane. In Eq. (B.17), we derived the variance of the intervalley
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coupling ∆ due to concentration fluctuations. We now examine the distribution of valley

splittings Ev = 2|∆|. The magnitudes of points sampled from a circular Gaussian distribu-

tion in the complex plane follow a Rice distribution [5], whose probability density function

is given by

fRice(z|ν, σ) = z

σ2 exp
(
−z

2 + ν2

2σ2

)
I0

(
zν

σ2

)
(B.19)

where ν is the distance from the origin to the center of the circular Gaussian, σ is the width

of the Gaussian along one of its axes, and I0(y) is a modified Bessel function of the first

kind. Since the Gaussian distribution for ∆ is centered on the deterministic value ∆0, the

probability density function for valley splittings fRice(Ez|ν, σ) is centered at ν = 2|∆0|. The

variances of the real and imaginary components are both given by (1/2)Var [δ∆], such that

σ =
√

2
√

Var [δ∆].

B.3.5 Effects of interface width and QW Ge concentration on av-

erage valley splitting

Both the average Ge concentration and the width of the interface have an effect on the valley

splitting in a quantum well. Here, we analyze the contributions of both. Figure B.17(a)

provides an extended version of Fig. 3(g) in the main text, showing the valley splitting

distributions at different quantum well Ge concentrations and interface widths. The valley

splittings at interface width 4τ = 0 are consistently large, regardless of quantum well Ge

concentration, due to the large deterministic component for this (somewhat unphysical)

geometry. For more realistic, nonzero interface widths, increasing the Ge concentration in

the quantum well increases the valley splitting. At low Ge concentration, wider interfaces

can actually increase average valley splitting, because the wavefunction sees layers with more

Ge. Figure B.17(b) provides an extended dataset, showing the average valley splitting at

several combinations of interface width vs. Ge concentration in the well. For very narrow

interfaces, Ev is large, regardless of the Ge concentration in the well. For wider interfaces,
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adding Ge to the well consistently boosts the valley splitting. The grey line in Fig. B.17(b)

delineates quantum wells for which ≥ 95% of simulations have Ev ≥ 100 µeV (the large,

upper-left portion of the plot). For realistic electric fields, we find that any well with > 5%

Ge, regardless of interface width, should have Ev ≥ 100 µeV at least 95% of the time.

Figure B.17(c) shows a sample wavefunction in a quantum well with an interface width

of 4τ = 20 ML. The wavefunction is colored according to the Ge concentration in each layer,

illustrating how a wide interface can expose the wavefunction to more layers with nonzero

Ge content.
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Figure B.17 (previous page): Valley splitting simulations. (a) An extended version of
Fig. 3(g) in the main text. Valley splitting distributions are shown for quantum well Ge
concentrations from 0 to 10% and interface widths of 4τ = 0 ML (green diamonds), 4τ = 5
ML (red circles), 4τ = 10 ML (blue triangles), and 4τ = 20 ML (orange squares). The sym-
bol represents the mean valley splitting, while the dark bars represent the 25-75 percentile
range, and the light color bars represent the 5-95 percentile range. Each bar represents
2,000 simulations using the one-dimensional two-band tight-binding model. (b) The mean
valley splitting is shown for a range of interface widths 4τ and quantum well Ge concen-
trations. Each pixel corresponds to 2,000 simulations using the one-dimensional two-band
tight-binding model. All pixels above the grey line have Ev ≥ 100 µeV in more than 95% of
the simulations; all pixels below have Ev ≥ 100 µeV less than 95% of the time. (c) A sample
simulation of a quantum well with 0% Ge and an interface width of 4τ = 20 ML. The green
curve shows the Ge concentration profile, and the red-black curve shows the ground state
tight-binding wavefunction. The color of the wavefunction illustrates the Ge concentration
of each layer, with red corresponding to high concentrations. Clearly, a significant portion
of the wavefunction is found in a region with nonzero Ge content. All simulations in this
figure were performed with an electric field of 0.0075 V/nm, for the quantum well depicted
in Fig. 3(g) of the main text.

B.3.6 Effect of vertical electric field on average valley splitting

In this section, we investigate the effect of the vertical electric field on the valley splitting

distributions in quantum well A and B. Fig. B.18 shows the mean and 25-75 percentile

range of 1000 1D 2-band tight-binding simulations of Ev with various vertical fields Ez,

for both quantum wells A and B. Increasing the vertical field leads to larger mean Ev and

larger spreads in Ev as the quantum dot wavefunction penetrates the top interface, thereby

increasing the alloy disorder. That said, even wells with zero vertical field still show a sizeable

spread in Ev due to alloy disorder. In this paper, we use Ez = 0.0075 V/nm because the

resulting Ev distributions agree well with the data.
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Figure B.18: The variation of the valley splitting distributions in quantum wells A (a) and
B (b) as a function of the vertical electric field Ez. Each bar shows the mean and 25-75
percentile range of 1000 simulations using the 1D 2-band tight-binding model. We assume
an orbital energy ~ω = 4.18 meV.
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Appendix C

Supplementary Information for

Chapter 4

C.1 Details of the Effective Mass Virtual Crystal Cal-

culation of the Wiggle Well Valley Splitting

The effective mass virtual crystal (EMVC) approximation calculations of the valley splitting

Ev shown in Fig. 1(c) of the main text and Supplementary Fig. 1 were performed as follows.

The electron is confined by a barrier and an applied electric field in the z direction. Averaging

over the lateral directions gives a one-dimensional, two-component Schrödinger equation for

the envelope functions φ±(z) that appear in Eq. (2) of the Methods section of the main text.

The equation uses the longitudinal effective mass, ml = 0.92m0, for the kinetic energy term.

The diagonal intravalley potential for the model is V (z) = VF (z) + VB(z) + Vosc(z). The

external electrostatic potential energy is given by VF (z) = −eFz, where F = 8.5 MV/m.

The barrier potential is VB(z) = B
2 [1 + tanh(z/w)] with the barrier height B = 0.15 eV and

barrier width w = 1 nm. The Wiggle Well potential is Vosc(z) = nGeV0[1− cos(qz)]/2, where

V0 is the difference in site energies between the s-like conduction-band levels of Si and Ge. We

take this as V0 = −1.53 eV from Table I of Ref. [140]. The off-diagonal intervalley potential
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Figure C.1: The contribution to the valley splitting Ev due to a sinusoidal Ge concentration
in the quantum well as a function of the wavevector q, similar to Fig. 1(c) in the main text,
with a smaller scale (a) to show the low-concentration peaks at low q and a larger scale (b)
to show the peaks at q ≈ 20 nm−1. The average concentration nGe of Ge in the quantum
well of each curve is shown in the inset legend. The energy splittings listed in the inset are
the maximum Ev calculated for each concentration. Source data are provided as a Source
Data file.

that connects φ+(z) to φ−(z) has the additional factor exp[±i(Kz −K ′z − 2k0)z] with the

contributions of the reciprocal lattice vectors weighted by the appropriate combinations of

c±(K), the coefficients of the cell-periodic parts of the Bloch functions. These coefficients

are given in Table I of Ref. [157] for bulk Si. Extinction effects in the Si lattice turn out

to be extremely important for the calculation of Ev for the long-period Wiggle Well, with

Ev actually vanishing at the oscillation period λlong in the absence of disorder. Even when

disorder is present, Ev at λlong is much less than Ev at λshort, as seen in Fig. 1(c) of the main

text and in Supplementary Fig. 1. This means that c+(K) must be recalculated when Ge is

present. This is also done using a virtual crystal approximation in which 59 c±(K) coefficients

are used [59]. The calculation requires disorder averaging, which leads to a certain amount

of noise in the calculated Ev(q) plots in Supplementary Fig. 1.

C.2 Fabrication Details and Hall Measurement

Hall bars and quantum dot devices were fabricated simultaneously on the same ∼10 mm

chip. A 15 nm layer of aluminum oxide gate dielectric is grown by atomic layer deposition
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Figure C.2: Wiggle Well Hall Bars. (a) Optical image of Hall bar devices measured. The
length of the Hall bar between the central ohmics is 200 µm. The Hall bar top gate is isolated
from the heterostructure by 20 nm of ALD-grown aluminum oxide. All deposited metal is
a Ti/Pd stack. (b) Transport mobility results of two Hall bar devices highlighted in (a),
performed at ∼2 K. Source data are provided as a Source Data file.

(ALD) at 200 °C. This oxide is etched by dilute HF in a 30 µm square region centered

around the dot region. Another 5 nm of aluminum oxide is then deposited. This results in

5 nm of deposited oxide over the dot region and 20 nm over the Hall bars. The chip then

undergoes a 15 min, 450 °C forming gas anneal. The Hall bar gate metal is a bi-layer of

titanium and palladium, patterned by photo-lithography. The quantum dot gate design has

three layers of aluminum patterned by electron-beam-lithography. Each gate layer is isolated

by the self oxidation of the aluminum, enhanced by a 15 min downstream oxygen plasma ash.

Supplementary Fig. C.2 shows an optical image of the Hall bars measured and the transport

mobility results of the measurements as a function of carrier density, measured at ∼2 K. The

peak mobility reported here is 5-10 times lower than other recently reported values for pure

silicon quantum wells [139, 144, 165]. However, the estimated electronic mean-free path in

this device is ∼ 1 µm, so we do not expect this mobility to be a limiting factor for qubit

formation or performance.

C.3 Gate Lever Arms for Dot Tuning

The lever arm α of the plunger gate P1 to the dot used for pulsed-gate spectroscopy is

measured by thermally broadening the charge-sensed electron charging transition. The gate



231

Supp: alphas

790 830 870 910

0.09

0.12

0.15

0.18

0.21

P1 (mV)

le
ve
ra
rm

(e
V
/V
)

0.09

0.12

0.15

0.18

0.21

Le
ve

r a
rm

 [e
V/

V]
790 830 870 910

VP1 [mV]
-0.06-0.04-0.02 0 0.02 0.04

0.09

0.12

0.15

0.18

0.21

S1-S2 (V)

le
ve
ra
rm

(e
V
/V
)

-60 -40 -20 0 20 40
VS1-VS2 [mV]

(a) (b)

Figure C.3: Lever arms for voltage tunings. (a) Lever arms for gates S1 (yellow), S2 (green),
and P1 (blue), as a function of the corresponding voltages, for the ‘symmetric’ voltage tuning
method described in the main text. (b) Lever arms for S1 (yellow), S2 (green), and P1 (blue)
of the ‘asymmetric’ voltage tuning method described in the main text. In both plots, the
shaded regions are ±5% around the average. Error bars correspond to the standard error in
the fit to Supplemental Eq. (2). Source data are provided as a Source Data file.

voltage is swept over the transition as the mixing chamber temperature is increased, and the

current through the charge sensor is fit to [102]

ICS(V ) = A tanh
[
α(V − V0)

2kBTe

]
+ bV + I0, (C.1)

in order to extract τ = Te/α as a function of the mixing chamber temperature TMC, where kB

is Boltzmann’s constant, Te is the electron temperature, and A, b, V0 and I0 are additional

fitting parameters. The lever arm α, as well as the base electron temperature Te0 , are

determined by fitting τ as a function of TMC to the phenomenological expression

τ = 1
α

√
T 2
MC + T 2

e0 . (C.2)

For the ‘symmetric’ tuning method where both screening gates S1 and S2 are changed

in the same voltage direction, the lever arm is measured at every other voltage tuning. For

voltage tunings where the P1 lever arm is not explicitly measured, the average of the two

nearest tunings is used. For the ‘asymmetric’ tuning method where S1 and S2 are changed in

opposite directions, the lever arm is measured at every tuning. Relative lever arms between
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Figure C.4: Illustration of (a) the long-period Wiggle Well, and (b) the short-period Wiggle
Well, simulated using NEMO-3D. Black lines represent the ideal concentration profile, and
red points represent the concentrations sampled at each layer. Both wells have a linearly
graded interface concentration with width W = 1 nm. The difference in Ge concentration
between the bulk (ρb) and the well (ρw) is ∆ρ, which is always fixed at 0.25 to prevent the
wavefunction from spilling out of the quantum well. The concentration oscillation periods
are λ = 1.8 nm in (a) and λ = 0.32 nm in (b). The amplitude of the concentration oscillation
was adjusted, such that ρw = A, where A is the oscillation amplitude. Depth is reported in
units of monolayers (ML). Source data are provided as a Source Data file.

a screening gate and P1 are determined by measuring the slope of a transition line as both

gate voltages are changed. Using the absolute lever arm of P1 and the relative lever arms

for the screening gates, their absolute lever arms to the dot are calculated.

Supplementary Fig. C.3 shows these lever arms for both the ‘symmetric’ and ‘asymmetric’

tuning methods. As shown, the lever arms for all three gates stays within 5% of the average

value for most tunings. There is no noticeable difference in the lever arms between the tuning

methods, despite the significant difference in valley splitting tuning. This may indicate that

this method of tracking the lever arms is not a sensitive enough technique to measure the

lateral movement expected in the ‘asymmetric’ tuning scheme. Our assumption that the dot

remains approximately stationary for the ‘symmetric’ tuning scheme is based on a previous

study of valley splitting in a device with a gate structure nearly identical to the one used

here [125]. In that study, the tuning scheme is identical to the ‘symmetric’ tuning scheme

here and the dot location is determined through COMSOL simulations over the experimental
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tuning range. These simulations showed the center of mass of the dot remained stationary,

to within 1 nm.

C.4 Additional Details of NEMO simulations

Supplementary Fig. C.4 shows schematic illustrations of the Ge concentration profiles used

to generate the lattice simulated in NEMO-3D. At a given layer, each atom in the lattice is

assigned to be either Si or Ge, where the probability of choosing Ge is given by the average

concentration in a given layer.
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Appendix D

Supplementary Information for

Chapter 5

D.1 Theoretical treatment of alloy disorder in 1D and

2D models

In this Appendix, we describe how to account for alloy disorder in the coarse-grained 1D

and 2D models we use in both tight-binding and effective-mass simulations. First, we con-

sider how to compute the weighted average Si concentration in each cell, starting from a

fully atomistic, 3D model of the heterostructure. Then, we derive effective probability dis-

tributions for the Si concentrations in each cell. These effective distributions allow us to

sample many realizations of alloy disorder without generating fully atomistic, 3D models,

thus greatly improving our computational efficiency.

D.1.1 Averaging method for obtaining Si and Ge concentrations

As described in Section 5.3.2, for 1D models, the Si concentration in each cell Xcell = Xl,

where Xl is the average Si concentration at layer l, weighted by the dot probability density.
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We can define this quantity as follows:

Xl =
∑
a∈Al

1 [a = Si]w(a) (D.1)

where Al is the set of atoms in layer l, a = {Si,Ge} is a Si or Ge atom, and 1 [a = Si] is

the indicator function which returns 1 if a = Si and 0 otherwise. The weight function w(a)

is proportional to the dot probability density, which we assume to be the ground state of a

2D isotropic harmonic oscillator. Following Ref. [145], w(a) should be normalized such that∑
a∈Al w(a) = 1. Because there are two atoms in each layer of the Si cubic unit cell, spread

out over an area of size a2
0, we can approximate the sum over atoms as an integral using the

transformation ∑
a∈Al
→ 2

a2
0

∫ +∞

−∞
dx dy. (D.2)

Hence, the correctly normalized weight function is

w(a) = a2
0

2πa2
dot
e−r

2
a/a

2
dot (D.3)

where ra is the distance of atom a from the center of a dot of radius adot =
√
~/mtωorb,

mt = 0.19me is the transverse effective mass in Si, me is the bare electron mass, and ~ωorb is

the characteristic energy level spacing of the confinement potential. So, starting from a fully

atomistic model of a heterostructure, we can incorporate concentration fluctuations into a

1D cell model by taking the weighted average Si concentration in each cell, where the weight

function is given by Eq. (D.3). As noted in the main text, we assume a cell size of ∆z = a0/4

here.

For 2D models, we divide the atoms on layer l into cells of width ∆x. We assume the

dot envelope function is separable, Ψ(x, y, z) = ψxz(x, z)ψy(y), and we take ψy(y) to be the

ground state of a parabolic confinement potential with characteristic orbital splitting ~ωy.
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The Si concentration in each cell, weighted by the dot wavefunction, is given by

Xj,l =
∑
a∈Aj,l

1 [a = Si]w2D(a) (D.4)

where Aj,l is the set of atoms in the jth cell along x̂, in the lth layer, 1 is the indicator

function, and w2D(a) is proportional to the dot orbital wavefunction in the y direction.

Proper normalization should ensure that

∑
a∈Aj,l

w2D(a) = 1. (D.5)

Because there are 2 atoms per unit cell per layer, we can approximate the sum as an integral

using ∑
a∈Aj,l

→ 2∆x
a2

0

∫ ∞
−∞

dy. (D.6)

Thus, we find

w2D(a) = a2
0

2∆xay
√
π
e−y

2
a/a

2
y , (D.7)

where ya is measured from the center of the dot, and ay =
√
~/mtωy. In this case, we adopt

the same vertical cell dimension ∆z as the 1D model, and a lateral cell width of ∆x = a0/2

for the 2D cell model. Thus, we account for concentration fluctuations in each cell of a 2D

model by taking the weighted average Si concentration in each cell of size ∆x×∆z, where

the weight function is given by Eq. (D.7).

D.1.2 Generating probability distributions for Si and Ge concen-

trations

In the previous section, we took alloy disorder into account by generating fully 3D het-

erostructures atomistically, then populating each cell of a coarse-grained model by comput-

ing the weighted average Si concentration in each 1D or 2D cell. However, it is slow and
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Figure D.1: Discrepancy between 1D and 2D tight-binding models in systems without steps.
(a), (b) Plots show the median values (red lines), quartile ranges (boxes), and maximum
ranges (whiskers) of ∆Ev = E2D

v −E1D
v , for the same disorder realizations in 1D and 2D cell

geometries (see main text and Appendix D.1), as a function of the cell size ∆x. Here we
consider quantum wells with smoothed linear interface profiles, as described in Section 5.4.3,
with interface widths of (a) λint = 1 ML, and (b) λint = 10 ML, and well widths of W =
80 ML. For all simulations we assume a vertical electric field of Ez = 5 mV/nm and an
isotropic orbital energy splitting of ~ωorb = 2 meV.

computationally expensive to repeat this procedure for every simulation. Here, we show that

we can generate valley splitting distributions by randomly sampling the Si concentration in

each cell from known probability distributions based on the Si/Ge concentration profile.

In Ref. [145], by examining the statistical properties of Eq. (D.1), we showed that the Si

concentration in each cell of a 1D model can be described as a binomial random variable:

Xl ∼
1
Neff

Binom(Neff , X̄l), (D.8)

where Neff = 4πa2
dot/a

2
0 is the number of Si atoms per layer inside a 2D dot of radius

√
2 adot [145] and X̄l is the average Si concentration in layer l. Here, we derive a similar

sampling rule for cells in a 2D model. Taking the variance of Eq. (D.4), we find

Var [Xj,l] = X̄j,l(1− X̄j,l)
∑
a∈Aj,l

w2
2D(a)

= X̄j,l(1− X̄j,l)
1

2
√

2π
a2

0
ay∆x

= X̄j,l(1− X̄j,l)
N2D

eff
,

(D.9)
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where N2D
eff = 2

√
2πay∆x/a2

0 and X̄j,l is the expected Si concentration of the 2D cell with

indices (j, l), obtained by averaging uniformly over the entire layer (X̄j,l = X̄l, for the case

of no step), or by using Eq. (5.1) (for the case of a step). Comparing these relations to the

known properties of a binomial distribution, we can identify

Xj,l ∼
1

N2D
eff

Binom(N2D
eff , X̄j,l). (D.10)

In this way, we can account for alloy disorder in the 1D and 2D models by sampling each

cell according to Eqs. (D.8) and (D.10), rather than generating a full 3D lattice geometry

and explicitly averaging the Ge concentration in every cell.

D.2 Characterizing tight-binding models

D.2.1 Comparing NEMO-3D, two-band tight-binding model, and

effective-mass theory

In this Appendix, we compare results obtained from NEMO-3D, the minimal two-band

tight-binding model, and effective-mass theory in heterostructures without steps. We first

construct a 3D crystal lattice atom by atom, including alloy disorder. Taking the dot to

be in the orbital ground state of a harmonic confinement potential with a characteristic

strength of ~ωorb = 2 meV, we then reduce the 3D model to an effective 1D cell geometry as

described in Appendix D.1. This geometry can be solved immediately, using the 1D minimal

tight-binding model to obtain the valley splitting. For the effective-mass model, we use the

same 1D concentration profile to numerically solve for ψenv(z), and then compute EEM
v from

Eq. (5.8). Figures D.2(a) and D.2(c) show correlation plots for valley splittings computed

this way for 10 disorder realizations, obtaining nearly perfect agreement between the two

methods, for both (a) wide and (c) sharp interfaces.

The full 3D crystal lattice geometries used in these simulations are then used to obtain
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Figure D.2: Valley splitting comparisons between effective-mass theory, two-band tight-
binding, and NEMO-3D models. (a), (b) Using the same 10 alloy disorder realizations, we
calculate valley splittings in three ways. In (a), we compare valley splittings computed from
the minimal tight-binding model (ETB

v ) and effective-mass theory [EEM
v , from Eq. (5.8)],

obtaining nearly perfect agreement. In (b), we compare the minimal tight-binding model
to NEMO-3D (ENEMO

v ). The red dashed line indicates the best fit to ENEMO
v = αETB

v with
α = 0.74. Gray dotted lines indicate y = x. For both (a) and (b), we use quantum wells of
widthW = 80 ML and sigmoid interfaces of width λint = 20 ML. (c), (d) show the same data
as (a), (b) for 10 heterostructures with λint = 1 ML. In (d), the red line indicates the best fit,
with α = 0.99. In all simulations, we assume a vertical electric field of Ez = 5 mV/nm and
an orbital energy splitting of ~ωorb = 2 meV. The NEMO-3D valley splitting results shown
here are the same used in Fig. 5.6(c).
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Figure D.3: For quantum wells with sharp interfaces, the deterministic valley splitting Ev0
depends sensitively on the interface position. Here we compute Ev0 for quantum wells with
sigmoid interfaces, and interface widths of λint = 1 ML, as the center of the interface is
varied between two adjacent atomic layers. Insets: (blue star) an interface centered exactly
on an atomic layer; (red diamond) an interface centered halfway between atomic layers.

the valley splitting in NEMO-3D. Figures D.2(b) and D.2(d) show correlation plots for the

same 10 heterostructures, now comparing the minimal tight-binding model to the NEMO-

3D model, for (b) wide and (d) sharp interfaces. The NEMO-3D valley splitting results

consistently fall slightly below the minimal tight-binding values; however the results are very

strongly correlated, and well-approximated by a linear scaling relation, ENEMO
v ≈ αE(TB)

v ,

where α = 0.74 for wide interfaces and α = 0.99 for sharp interfaces. Thus, the effect of

the higher bands ignored in the two-band model are effectively captured by a modest linear

scaling of the valley splitting, which depends on interface width.

D.2.2 Comparing 1D and 2D tight-binding models

In this paper, we employ the 1D tight-binding model in systems without steps, and the 2D

tight-binding model in systems with steps, assuming a cell width of ∆x = a0/2. In this

section, we show that these choices yield consistent results.

We first choose a value for the cell width. We generate a full 3D crystal lattice atom-

by-atom, including alloy disorder. We then create a coarse-grained 2D cell geometry using
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the methods described in Appendix D.1, and solve this using the 2D minimal tight-binding

model. Next, we coarse grain the model a second time, as described in Appendix D.1, to

obtain a 1D cell geometry, and solve this using the 1D minimal tight-binding model. We

then compute the corresponding differences ∆Ev = E2D
v − E1D

v . This procedure is repeated

for 1,000 realizations of random alloy disorder. ∆x is then modified, choosing values that

are integer multiples of a0/2. The results are plotted in Fig. D.1 for a range of ∆x values,

showing the resulting median values (red lines), 25-75% quartiles (boxes), and maximum

ranges (whiskers). The very small values obtained for ∆Ev indicate excellent consistency

between the 1D and 2D models for systems without steps. Since the smallest cell width,

∆x = a0/2, is found to provide the best agreement, we adopt this as the cell width for our

2D model.

D.3 Choosing the center of the quantum well interface

In quantum wells with very sharp interfaces, the exact location of the interface [e.g., zb or zt

in Eq. (5.21)] strongly affects the deterministic valley splitting Ev0. Figure D.3 shows this

variation in Ev0 for a λint = 1 ML sigmoidal interface, as the center of the sigmoid is moved

between two adjacent atomic monolayers. While all interfaces in Fig. D.3 are drawn from

the same sigmoid profile, Ev0 nonetheless varies by a factor of 2. In this work, whenever

narrow interfaces are considered, we choose the center of the interface to be exactly halfway

between two adjacent monolayers, as shown in the inset labeled with a red diamond.

D.4 Valley splitting spatial correlations

In this Appendix, we theoretically compute the probability Pfail of measuring a valley splitting

lower than a nominal threshold value Emin
v , as defined in Sec. 5.5.1 of the main text. In that

Section, we considered geometries with uniform Ge in the quantum well, which are always

disorder-dominated, with |∆0| � σ∆. The probability of failure for a single valley splitting
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Figure D.4: An explanation of the types of correlations taken into account when computing
Pfail. (a) The difference between a single Ev measurement, two-point correlations between
neighboring measurements, and three-point correlations between neighboring measurements.
We only consider these three types of correlations in our model. (b) Illustration of a series of
Ev measurements, in increments of d, along a 1D line. The first measurement is uncorrelated
to anything prior, and the next 3 are correlated to one prior measurement. (c) Illustration
of a series of Ev measurements along a square grid with spacing d. We see one initial
measurement, six measurements correlated to one prior measurement within distance d, and
9 measurements correlated to two prior measurements within distance d.

measurement is therefore given by Eq. (5.18):

p1 := P (Ev < Emin
v ) ≈ 1− exp

[
−(Emin

v )2/4σ2
∆

]
. (D.11)

In the protocol described in Sec. 5.5.1, a dot is allowed to sample either a 1D or 2D region

of a device, along a set of grid points with spacing 5 nm. If n sites are sampled, a naive

estimate for Pfail would be pn1 . However, this estimate is inaccurate because the quantum dot

is larger than the grid spacing, so the valley splittings measured when the dot is centered on

nearby grid points are not independent. A more accurate estimate of Pfail should therefore

account for correlations between nearby grid points. Empirically, for the setup described

in Sec. 5.5.1 and Fig. 5.9(e), we find that it is sufficient to account for nearest-neighbor

correlations between sites separated by ≤ 5 nm.

Figure D.4 illustrates the different types of correlations relevant to the 1D and 2D simula-

tion schemes shown in Fig. 5.9(e). In Fig. D.4(b), we consider four neighboring sites in a 1D

geometry. To explain the correlation analysis, we can think of the valley splitting simulations
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at each of these sites as ‘measurements’ performed in a particular order, as indicated by the

arrows. The first measurement (blue dot) clearly has no prior measurements to correlate

with, so its probability of failure is simply given by p1 in Eq. (D.11). However, the next

three measurements (green dots) are all correlated with the prior measurement. If we define

the conditional probability of failure at site (2), given failure at site (1), as

p2 := P (E(2)
v < Emin

v |E(1)
v < Emin

v ). (D.12)

then the total estimated probability of failure for the linear geometry shown in Fig. D.4(b)

is given by Pfail ≈ p1p
3
2. In general, for a 1D chain of n sites, we have

Pfail ≈ p1 p
n−1
2 . (D.13)

Figure D.4(c) illustrates a series of valley splitting measurements exploring a 2D region,

on a 4×4 grid. If we imagine performing these measurements by snaking across the lattice

as indicated by the arrows, we see there is only one measurement (blue dot) having no prior

correlations. There are six measurements (green dots) correlated with one prior measure-

ment, and nine measurements (orange dots) correlated with two prior measurements. If we

define the conditional probability function

p3 := P (E(2)
v < Emin

v |E(1)
v < Emin

v , E(3)
v < Emin

v ) (D.14)

for measurements at sites (1), (2), and (3) in Fig. D.4(a), then we can estimate Pfail ≈ p1p
6
2p

9
3.

In general, for an n× n lattice, we have

Pfail ≈ p1 p
2n−2
2 p

(n−1)2

3 . (D.15)

In Appendix D.4.1 (below) we compute the probability p2, and in Appendix D.4.2 we
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compute p3. Numerical values for p1, p2, and p3 are given in Table D.1, and the resulting

Pfail values are given in Tables D.2 and D.3.

D.4.1 Two-point correlations

We consider quantum dots centered at two neighboring grid sites, (1) and (2). The corre-

sponding dot positions in the x-y plane are r1 and r2, and we assume the dots are separated

by the grid spacing d = |r2 − r1|. We want to compute p2, the conditional probability that

E(2)
v < Emin

v , given that E(1)
v < Emin

v , where as usual, the valley splittings are related to

the intervalley couplings through E(1)
v = 2|∆1| and E(2)

v = 2|∆2|. In the disorder-dominated

regime, we simply assume the deterministic intervalley couplings are zero, such that ∆1 and

∆2 become complex random variables centered at zero. The probability distributions of ∆1

and ∆2 are assumed to be circular gaussian distributions in the complex plane. To account

for the correlations between ∆1 and ∆2, we need to compute the covariances between real

and imaginary components of ∆1 and ∆2, defined as ∆R
1 , ∆I

1, ∆R
2 , and ∆I

2.

We begin with the following identity for covariances:

Cov [X, Y ] = 1
2 (Var [X] + Var [Y ]− Var [X − Y ]) . (D.16)

Previously, we have found that Var[∆R] = Var[∆I ] = σ2
∆/2, or Var[∆] = σ2

∆. Following

Ref. [145], we also find that

Var [∆2 −∆1] =
(
a0

4
∆Ec

Xw − xs

)2∑
l

|ψenv(zl)|4Var
[
δ

(2)
l − δ

(1)
l

]
, (D.17)

where from Eq. (D.1) we have

δ
(j)
l = X

(j)
l − X̄

(j)
l =

∑
a∈Al

1 [a = Si]wj(a)− X̄(j)
l . (D.18)

Here, X(j)
l are the weighted Si concentrations at sites j = 1, 2, and the properly normalized
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probability density for site j is given by

wj(a) = a2
0

2πa2
dot
e−|ra−rj |2/a2

dot , (D.19)

where ra is the position of atom a in layer l. Using Eqs. (D.17), (D.18), (D.19), and the

sum-to-integral transformation Eq. (D.2), we can evaluate

Var [∆2 −∆1] = 2
(
1− e−d2/2a2

dot
)
σ2

∆. (D.20)

Using Eq. (D.16), we then have

Cov
[
∆R

2 ,∆R
1

]
= Cov

[
∆I

2,∆I
1

]
= 1

2e
−d2/2a2

dotσ2
∆. (D.21)

We can now construct the joint probability density function for ∆1 and ∆2. For the basis

ordering
{

∆R
1 ,∆I

1,∆R
2 ,∆I

2

}
the covariance matrix is given by

Σ = σ2
∆
2



1 0 A 0

0 1 0 A

A 0 1 0

0 A 0 1


, (D.22)

where

A = exp
(
−d2/2a2

dot

)
. (D.23)

Using the standard definition of conditional probability, we now have

p2 = P (E(2)
v < Emin

v , E(1)
v < Emin

v )
p1

. (D.24)
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We can evaluate the numerator using the joint probability density function, giving

P (E(2)
v < T,E(1)

v < T ) = 1√
(2π)4|Σ|

∫
|∆1|<Emin

v /2
|∆2|<Emin

v /2

d∆1d∆2 exp
(
−1

2vTΣ−1v
)

(D.25)

where we define v =
(
∆R

1 ,∆I
1,∆R

2 ,∆I
2

)T
, and d∆j is shorthand for d∆R

j d∆I
j . This integral

can be evaluated numerically for a given set of parameters σ∆, d, and adot. Numerical results

for p2, for a typical set of parameters, are presented in Table D.1, and the corresponding

results for Pfail are reported in Table D.2 for a 1D grid geometry.

D.4.2 Three-point correlations

The conditional probability p3 is computed similarly to p2. In this case, there are three

intervalley couplings, so the covariance matrix becomes

Σ = σ2
∆
2



1 0 A 0 B 0

0 1 0 A 0 B

A 0 1 0 A 0

0 A 0 1 0 A

B 0 A 0 1 0

0 B 0 A 0 1



, (D.26)

in the basis
{

∆R
1 ,∆I

1,∆R
2 ,∆I

2,∆R
3 ,∆I

3

}
, whereA is given in Eq. (D.23) andB = exp(−d2/a2

dot),

which differs from A because the distance between sites (1) and (3) is given by
√

2d. Similar

to Eq. (D.24), we apply the standard definition of conditional probability,

p3 = P (E(1)
v < Emin

v , E(2)
v < Emin

v , E(3)
v < Emin

v )
P (E(1)

v < Emin
v , E

(3)
v < Emin

v )
. (D.27)
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σ∆ (µeV) p1 p2 p3

0% Ge 36.21 0.8515 0.9531 0.98
1% Ge 96.43 0.2357 0.6763 0.83
5% Ge 203.82 0.0584 0.3397 0.53

Table D.1: Numerical parameters used to calculate Pfail. To compute σ∆, we use Eq. (5.13),
and we assume quantum wells with a sigmoidal profile defined by λint = 10 ML and
W = 80 ML, an isotropic harmonic confinement potential of strength ~ωorb = 2 meV,
corresponding to adot ≈ 14 nm, and a vertical electric field of Ez = 5 mV/nm. To compute
p2 and p3, we set d = 5 nm.

Here, the denominator can be evaluated using Eq. (D.25), while the numerator is given by

P (E(1)
v < Emin

v , E(2)
v < Emin

v , E(3)
v < Emin

v ) =∫
|∆1|<Emin

v /2
|∆2|<Emin

v /2
|∆3|<Emin

v /2

d∆1d∆2d∆3
1√

(2π)6|Σ|
exp

(
−1

2vTΣ−1v
)
, (D.28)

where now, v =
(

∆R
1 ,∆I

1,∆R
2 ,∆I

2,∆R
3 ,∆I

3

)T
. Numerical results for p3 are presented in

Table D.1, and the corresponding results for Pfail are reported in Table D.3 for a 2D grid

geometry.

λintz0 z0 + Lz

ψenv

G
e 

co
nc

.

z 0

Figure D.5: Schematic illustration of the sinusoidal variational envelope function ψenv(z) and
the variational parameters z0, λint, and Lz used to study linear interfaces.
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Calc. Pfail Sim. Pfail

0% Ge
n = 1 0.85 0.8510
n = 2 0.81 0.8111
n = 3 0.77 0.7715
n = 4 0.74 0.7328
n = 5 0.70 0.6936
1% Ge
n = 1 0.24 0.2358
n = 2 0.16 0.1576
n = 3 0.11 0.1013
n = 4 0.073 0.0617
n = 5 0.049 0.0411
5% Ge
n = 1 0.058 0.0650
n = 2 0.020 0.0230
n = 3 0.0067 0.0081
n = 4 0.0023 0.0035
n = 5 0.000 78 0.0014

Table D.2: Numerical and simulated values of Pfail for a 1D grid geometry, using the same
parameters as Table D.1. These are the same values plotted in Fig. 5.9(f) in the main text.
Calculated values are computed using the methods described in Appendix D.4. Simulated
values are obtained by averaging 10,000 tight-binding simulations, as described in the main
text.

D.5 Variational approach for studying Ev vs. interface

width

In this Appendix, we use a variational method to derive the valley splitting as a function

of interface width, both with and without alloy disorder, as described in Sec. 5.4.3. In both

cases, we use the perfectly linear interface model described in Section 5.4.3 and Fig. 5.7(b)i.
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Calc. Pfail Sim. Pfail

0% Ge
n = 1 0.85 0.8473
n = 2 0.76 0.7588
n = 3 0.65 0.6548
n = 4 0.53 0.5503
n = 5 0.42 0.4441
1% Ge
n = 1 0.24 0.2359
n = 2 0.090 0.0925
n = 3 0.023 0.0237
n = 4 0.0042 0.0046
n = 5 5.2× 10−4 0.0010
5% Ge
n = 1 0.058 0.0552
n = 2 0.0036 0.0042
n = 3 6.1× 10−5 2× 10−4

n = 4 3.0× 10−7 0
n = 5 4.0× 10−10 0

Table D.3: Numerical and simulated values of Pfail for a 2D grid geometry, using the same
parameters as Table D.1. These are the same values plotted in Fig. 5.9(f) in the main text.
Calculated values are computed using the methods described in Appendix D.4. Simulated
values are obtained by averaging 10,000 tight-binding simulations, as described in the main
text.

We consider the variational envelope function

ψenv =


√

2/Lz sin [π(z − z0)/Lz] , z0 ≤ z ≤ z0 + Lz,

0 (otherwise) ,
(D.29)

with variational parameters z0 and Lz, shown schematically in Fig. D.5. Since the calcula-

tion only depends on the wavefunction near the top interface, a simple sinusoidal envelope

suffices [63]. The variational energy is given by 〈H〉 = 〈T 〉+ 〈φ〉+ 〈Uqw〉, where the kinetic
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Figure D.6: Narrow quantum wells: our choice of vertical field Ez and orbital splitting ~ωorb
yield simulation results consistent with experimental data considered in Sec. 5.5.2. (a) The
mean values (dots) and 10-90 percentile range (bars) obtained from 1,000 1D two-band tight-
binding simulations of Ev, with orbital energies ~ωorb between 1 and 2 meV. Here we use
an electric field Ez = 5 mV/nm, a top-interface width of λtopint = 3 ML, and a well width of
W = 3 nm. Ev data from Ref.‘[33], for the 3 nm quantum wells, are included for comparison
(open circles). (b), (c) The 10-90 percentile ranges (bars) and mean values (dots and open
circles) from 1,000 1D two-band tight-binding simulations of Ev, for different λtopint and Ez.
Dots are used for Ez = 5 mV/nm, and open circles are used for Ez = 0 mV/nm. (b) Results
for a well width of W = 3 nm, including Ev data from Ref. [33]. (c) Results for a well width
of 8 nm, including experimental Ev data from Ref. [33]. Dots and circles have the same
meaning as in (b). Both (b) and (c) assume an orbital splitting ~ωorb = 1.5 meV.

component 〈T 〉 = ~2π2/2mlL
2
z and the vertical field component 〈φ〉 = (1/2)eEz(Lz + 2z0).

The quantum well has barriers with Ge concentration Ys = 1 − Xs and linear interfaces of

width λint, as illustrated in Fig. D.5. In the remainder of this section, we drop the subscript

on λ to avoid clutter. In this section, to simplify the variational calculation, we set z = 0 at

the top of the interface, as indicated in Fig. D.5, and we use the quantum well potential

Uqw(z) = |∆Ec|
(

1− X(z)−Xs

1−Xs

)
. (D.30)

Equation (D.30) is equivalent to Eq. (5.3), offset by a constant, so that Uqw = 0 in the middle

of the quantum well.
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D.5.1 No alloy disorder

First, we examine the system without alloy disorder. This is accomplished by employing

the virtual crystal approximation, X(z) = X̄z. We separate the calculation into two cases:

z0 < 0 or z0 ≥ 0. The quantum well contribution to the variational energy is then given by

〈Uqw〉 = |∆Ec|
4π2Lzλint

×



2π2λ2
int − 4π2λintz0 + L2

z cos
[

2π(λint−z0)
Lz

]
−L2

z cos
(

2πz0
Lz

)
, z0 < 0,

−L2
z + 2π2(λint − z0)2 + L2

z cos
(

2π(λint−z0)
Lz

)
, z0 ≥ 0.

(D.31)

We then expand the cosine functions to fourth order and solve for the variational parameters

by minimizing the variational energy, yielding

z0 ≈


λint

2 −
1

2π

(
2eEzL3

z

|∆Ec| −
π2λ2

int
3

)1/2
, z0 < 0,

λint −
(

3eEzL3
z

2|∆Ec|π2

)1/3
λ

1/3
int , z0 ≥ 0,

Lz ≈
(

2~2π2

eEzml

)1/3

.

(D.32)

Applying these parameters to the envelope function, Eq. (D.29), we can compute the

intervalley coupling and the valley splitting, using Eq. (5.8). The results are plotted as a

solid green line in Fig. 5.7(a), showing very good agreement with numerical tight-binding and

effective mass solutions. Thus, this simple variational model captures most of the interface

physics.

We can also derive a continuum approximation for the intervalley coupling by transform-

ing the sum in Eq. (5.8) to an integral and approximating the envelope function as linear
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Figure D.7: Step disorder has the strongest effect on valley splitting in narrow wells with
sharp top interfaces. (a), (b) The mean values (dots and × markers) and the 10-90 percentile
range (bars) for 1,000 2D two-band tight-binding valley splitting simulations of the quantum
wells described in Section 5.5.2, with varying top interface widths λtopint , performed with no
step at the interface (dots), or with a single step at the center of the dot confinement potential
(× markers). We use electric fields of (a) Ez = 0 mV/nm, or (b) Ez = 5 mV/nm, a well
width W = 3 nm, and orbital energy splittings ~ωorb = 1.5 meV. Ev data for the 3 nm
quantum wells in Ref. [33] are included for comparison (open circles).

near the interface, yielding

∆0 ≈
∫ λint

z0
dz e−2ik0zUqw(z)ψ2

env(z)

≈ |∆Ec|π
2

k3
0L

3
z

e−2ik0λint

(
i+ 3

4k0λint
− λintk0

2 + z0k0 −
iz0

λint
− z2

0k0

2λint

)

+


i
2e
−2ik0z0 +

(
iz0
λint

+ z2
0k0

2λint −
3

4k0λint

)
, z0 < 0

e−2ik0z0
(
i
2 −

3
4k0λint

− iz0
2λint

)
, z0 ≥ 0

.
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Using z0 and Lz defined above and taking Ev = 2|∆0| gives an analytical expression for the

valley splitting, plotted as a green dashed line in Fig. 5.7(a). Again, this model captures

the significant decay of ∆0 for wide interfaces, although we find the continuum result lacks

some of the structure captured by the discrete sum. This is due to the finite spacing between

layers, as explained in Sec. 5.4.3.
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D.5.2 Including alloy disorder

Here, we study the same variational system with linear interfaces as above, using it to

derive a scaling law for the average valley splitting Ēv in the presence of alloy disorder,

due to the overlap of the wavefunction with Ge in wide quantum well interfaces. In the

wide interface limit, we can restrict our analysis to z0 ≥ 0. As discussed in Section 5.4.3, the

deterministic valley splitting ∆0 is suppressed for wide interfaces, so we only need to consider

the contributions due to alloy disorder, δ∆. Using Eq. (5.13) for Var [∆] and approximating

the discrete sum as an integral, we obtain

Var [∆] ≈ 1
π

[
a2

0∆Ec
8adot(1−Xs)

]2 4
a0

∫ λint

z0
dzψ4

env(z)X̄(z)
[
1− X̄(z)

]
. (D.34)

We can further simplify the calculation by approximating X̄(1 − X̄) ≈ 1 − X̄, for X̄ ≈ 1.

We then introduce the variational solution for the envelope function, Eq. (D.29), and again

apply a linear approximation near the interface, yielding

σ2
∆ = Var [∆] ≈ 3

160π
a3

0mtωorbe
2E2

z

(1−Xs)~
λint. (D.35)

We then finally obtain the result

Ēv ≈
√
πVar [∆] = 1

4

√
3
10

[
a3

0mtωorbe
2E2

z

(1−Xs)~
λint

]1/2

. (D.36)

Equation (D.36) is plotted in gray in Fig. 5.7(b), giving good agreement with simulation

data for smoothed linear interfaces. For perfectly linear interfaces, this formula is still valid

and acts as a lower bound; however, Fourier components arising from the sharp corners raise

Ēv above this bound for the simulation results.
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Algorithm 1 for optimizing Ge distributions, to maximize the valley splitting.
Require: An array (Y init

l ) of minimum Ge concentrations for each layer l
Require: A maximum amount of Ge (Gmax) that can be added to the total heterostructure,

in units of atoms/nm2

Require: ε > 0
1: Y curr ← Y init

2: while not converged do
3: Estimate gradl
4: Y next

l ← min [1,max (Y curr
l + ε · gradl, Y init

l )] . Ensure that Y next
l is a valid

concentration
5: δY next

l ← Y next
l − Y init

l

6: Y next
l ← Y init

l + δY next
l ×min

[
1,
(

1
2(109a0)2Gmax/

∑
l δY

next
l

)]
. Limit the additional

Ge added to Gmax
7: Y curr

l ← Y next
l

8: end while

D.6 Simulations of narrow quantum wells

In this Appendix, we present additional simulations of the narrow wells considered in Sec. 5.5.2,

justifying the parameter choices we made there. Figure D.6(a) illustrates how the choice of

orbital energy affects the simulation results. Here we show the 10-90 percentile range for Ev,

from 1,000 tight-binding simulations of a 3 nm quantum well with λtopint = 3 ML interfaces,

for various orbital energy splittings ~ωorb, assuming an isotropic dot. Larger orbital energies

lead to larger average valley splittings because they give smaller dots, for which the Ge con-

centration fluctuations are larger. According to Eq. (5.13), we expect the valley splitting in

the disordered regime to scale as √ωorb. We find that using ~ωorb = 1.5 meV yields results

consistent with the experimental data.

Figures D.6(b) and D.6(c) show how the choice of vertical electric field, interface width,

and well width interact. Larger vertical fields have a larger impact on wide wells, where they

strongly increase the penetration of the wavefunction into the top barrier. On the other

hand, the wavefunction in narrower wells is already strongly confined, so increasing the field

has a smaller effect. Figures D.6(b) and D.6(c) show the 10-90 percentile ranges of Ev, for

quantum wells of width 3 nm and 8 nm, respectively, with various top interface widths λtopint
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and vertical fields Ez = 0 and 5 mV/nm. We find that the field only modestly affects Ev in

the 3 nm well, but a larger field significantly increases Ev in the 8 nm well. In particular,

we find that the parameters λtopint = 2-3 ML and Ez = 5 mV/nm yield results consistent with

the data.

Figures D.7(a) and D.7(b) illustrate the effect of steps on a narrow quantum well. In

this case, we consider a 3 nm well with varying λtopint , and the electric fields (a) Ez = 0, or

(b) Ez = 5 mV/nm, where simulations were performed with and without a step through

the center of the confinement potential. Results show that steps strongly affect the valley

splitting for very narrow interfaces, but the effect of a step becomes weak for λtopint ≥ 3 ML.

For the range of parameters simulated in Sec. 5.5.2, steps are found to have a modest impact

on Ev. Nonetheless, we find that alloy disorder is capable of explaining the full range of Ev

variations observed in the experimental data.

D.7 Optimizing the Ge distribution

In this Appendix, we provide details about the algorithm used in Sec. 5.5.5 to optimize Ge

concentrations in the quantum well. The algorithm pseudocode is outlined in Algorithm 1.

We begin with a realistic heterostructure profile Y init
l [shaded in gray in Figs. 5.13(a) and

5.14(a)], and we allow the algorithm to only add Ge to this initial profile. We use an

algorithm based on the method of projected gradient ascent. At each iteration, the gradient

of the reward function with respect to the Ge concentration (gradl) is computed for each

layer l, and the corresponding Ge concentrations (Yl) are adjusted by a small amount in the

direction of the gradient. At each iteration, the resulting concentrations are then projected

onto an acceptable parameter space as follows. First, we ensure that the Ge concentration

is never reduced below its initial value: Y init
l ≤ Yl ≤ 1; this is accomplished by setting

Yl = Y init
l if Yl is too small, or Yl = 1 if Yl is too large. Second, we ensure that the total Yl

never exceeds the maximum allowed density of additional Ge atoms, Gmax, defined in units



256

of atoms/nm2. This is accomplished by scaling the additional Ge added at each layer (δYl)

by a common factor:

δYl ← δYl ×min
[
1,
(

1
2

(109a0)2
Gmax∑

l δYl

)]
. (D.37)

If less Ge is added than Gmax, this factor is equal to 1, and nothing is changed. However,

if the added Ge is greater than Gmax, the added Ge at each layer is rescaled such that the

density remains fixed at Gmax. [Note that the other factors appearing in Eq. (D.37) convert

Gmax, in units of atoms/nm2, to units consistent with ∑l δYl.] Convergence is achieved when

the change in the reward function is no longer positive, for a small enough step size.

When we optimize Yl in the deterministic regime, as in Fig. 5.13, the tight-binding valley

splitting is used as the reward function. Here, the gradient function is defined as gradl =

δEδl
v /δY , and is estimated as follows. First, we compute Ev for the existing concentration

profile. Then, separately for each layer l, we modify the concentration by a small amount,

δY , and recompute the resulting valley splitting Eδl
v , which includes this change. The ratio

(Eδl
v − Ev)/δY provides an estimate of the gradient for each layer. In this work we choose

δY = 10−8, and we find the algorithm step factor ε = 10−3 to be effective for this protocol.

(See Algorithm 1.)

When we optimize Yl in the disordered regime, as in Fig. 5.14, Var [∆] is used as the

reward function, as explained in the main text. We can re-express Eq. (5.13) in terms of Ge

concentrations as follows:

Var [∆] = 1
π

[
a2

0∆Ec
8adot(Ys − Yw)

]2∑
l

|ψl|4Yl(1− Yl), (D.38)

where Ys is the Ge concentration in the barriers, Yw is the Ge concentration in the quantum

well before adding extra Ge (set to 0 in this case), Yl is the Ge concentration at layer l, and

ψl is the value of the envelope function at layer l. In this case, we again consider small layer-

by-layer variations of Var[∆]. We then define the gradient functions as gradl = δVar[∆]δl/δY

and proceed as in the previous paragraph. In this case, we also find the algorithm step factor
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ε = 103 yields suitable results.

D.8 The truncated Wiggle Well

In this Appendix, we validate the performance of the truncated Wiggle Well, which was the

learned outcome of our optimization algorithm in Section 5.5.5. To do this, we consider

both normal and truncated Wiggle Wells, where the Ge concentration oscillations are given

by Eqs. (5.25) and (5.26), respectively. The inset to Fig. D.8(a) schematically illustrates

both types of wells. Figures D.8(b) and D.8(c) show the Fourier components of the weighted

quantum well potential |Ũqw|, for the same average Ge concentration Aw = 0.01, as described

in the main text. We see in Fig. D.8(b) that the truncated Wiggle Well has a Fourier peak

at kz = 2k0, and that the truncation also introduces higher harmonics into the spectrum,

including a large peak at 4k0. In the figure, the peak appears at lower kz values due to an

aliasing effect caused by the finite spacing between layers. By zone folding, the aliased 4k0

peak location is given by 8π/a0 − 4k0. On the other hand, the normal Wiggle Well shown

in Fig. D.8(c) has a peak at kz = 2k0 but no additional harmonics. As demonstrated in

Fig. D.8(a), for a fixed average Ge concentration Aw, the truncated Wiggle Well produces

larger Ev values than the normal Wiggle Well. The relation between the valley splittings

for truncated (Etr
v ) vs. normal (Ew

v ) Wiggle Wells is very well represented by the theoretical

estimate given in the main text, Etr
v = (π/2)Ew

v , which is shown in Fig. D.8(a) as gray

circles.
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Figure D.8: For a fixed average Ge concentration in the quantum well Aw, the truncated
Wiggle Well yields larger Ev than the normal Wiggle Well. (a) Deterministic valley splitting
values Ev0, for normal (Ew

v0, black) and truncated (Etr
v0, red) Wiggle Wells, plotted against the

average Ge concentration in the quantum well, Aw. The theoretical estimate Etr
v0 = (π/2)Ew

v0
is also shown with gray circles. Inset: schematic illustrations of the truncated (red) and
normal (black) Wiggle Wells. (b), (c) The weighted Fourier transforms of the weighted
quantum well potentials |Ũqw| for (b) truncated and (c) normal Wiggle Wells, for the Ge
concentrations Aw = 0.01. Vertical green dashed lines in (b) and (c) highlight the wavevector
kz = 2k0, and the vertical blue dashed line in (b) highlights the wavevector kz = 4k0, aliased
down to a lower value by the discrete lattice spacing. All simulations are performed with a
vertical electric field of Ez = 5 mV/nm, a quantum well width of W = 80 ML, a sigmoidal
interface of width λint = 10 ML, and Ge barrier concentration of Ys = 0.3.
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Appendix E

Supplementary Information for

Chapter 6

E.1 Additional analysis of the qubit Hamiltonian

In this Appendix, we include some further analysis of the qubit Hamiltonian. Starting with

the Hamiltonian of Eq. 6.2, we discard the spin terms, since gµBB � |∆|, tc and they can

be treated as perturbations. The remaining valley-orbit Hamiltonian is given by

Hvo =



|∆L|+ ε
2 0 t++ t+−

0 −|∆L|+ ε
2 t−+ t−−

t∗++ t∗−+ |∆R| − ε
2 0

t∗+− t∗−− 0 −|∆R| − ε
2


(E.1)

in the basis {|L,+〉, |L,−〉, |R,+〉, |R,−〉}, where the tij are defined in the main text. The

general solutions of Hvo involve fourth-order polynomials, but we can simplify the problem
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in the limit where δφ = 0. In this case, t++ = t−− = tc and t−+ = t+− = 0, and

Hδφ=0
vo =



|∆L|+ ε
2 0 tc 0

0 −|∆L|+ ε
2 0 tc

tc 0 |∆R| − ε
2 0

0 tc 0 −|∆R| − ε
2


(E.2)

In this regime, we can obtain simple expressions for the eigenvalues of the system:

E0 = 1
2

(
−∆+ −

√
(ε−∆−)2 + 4t2c

)
E1 = 1

2

(
∆+ −

√
(ε+ ∆−)2 + 4t2c

)
E2 = 1

2

(
−∆+ +

√
(ε−∆−)2 + 4t2c

)
E3 = 1

2

(
∆+ −

√
(ε+ ∆−)2 + 4t2c

)
(E.3)

where ∆± = |∆L| ± |∆R|. The corresponding (un-normalized) eigenstates are

|v0〉 =
(

0 1
2tc

(
−∆− + ε−

√
(ε−∆−)2 + 4tc)2

)
0 1

)T
|v1〉 =

(
1

2tc

(
∆− + ε−

√
(ε+ ∆−)2 + 4tc)2

)
0 1 0

)T
|v2〉 =

(
0 1

2tc

(
−∆− + ε+

√
(ε−∆−)2 + 4tc)2

)
0 1

)T
|v3〉 =

(
1

2tc

(
∆− + ε+

√
(ε+ ∆−)2 + 4tc)2

)
0 1 0

)T
(E.4)

From these eigenstates, can compute 〈τz〉ε:

〈τz〉ε = 〈v0|τz|v0〉
〈v0|v0〉

= ∆− − ε√
(ε−∆−)2 + 4t2c)

. (E.5)

The results for Eq. (E.5) are included in Fig. 6.5(b) in the main text.

We can also extract limits on charge excitations in the δφ = 0 limit. We define R0 as

the unitary that diagonalizes Hδφ=0
vo , whose rows are given by 〈vi| in Eq. (E.4). Since ε
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is a function of time, the transformation R0 is also time-dependent, and the transformed

Hamiltonian can be computed as

H ′δφ=0 = R0H
δφ=0
vo R†0 − i~R0Ṙ

†
0, (E.6)

resulting in

H ′δφ=0 =



E0 0 i~tcε̇
(ε−∆−)2+4t2c

0

0 E1 0 i~tcε̇
(ε+∆−)2+4t2c

−i~tcε̇
(ε−∆−)2+4t2c

0 E2 0

0 −i~tcε̇
(ε+∆−)2+4t2c

0 E3


(E.7)

where now the Hamiltonian is expressed in the basis of instantaneous eigenstates, and the

Ej are the eigenvalues given in Eq. (E.3). Thus, the regime in which we can ignore orbital

excitations is given by ε̇� ((ε±∆−)2+4t2c)/~. Of course, in most scenarios, valley excitations

will create a much tighter limit on ε̇.

Finally, we can also extract approximate expressions for the rate of valley excitation in

this system in certain limits. Namely, if |∆L(R)| � tc, then the valley terms in Eq. (6.1)

can also be treated perturbatively. In this limit, we can diagonalize the orbital Hamiltonian

through the rotation Rorb = exp
[
i
2 arctan

(
2tc
ε

)
τy
]
. Starting with Eq. (6.1), dropping the

valley and spin terms as perturbations, and performing H ′orb = RorbHR
†
orb − i~RorbṘ

†
orb, we

obtain

H ′orb =
√
ε2 + 4t2c τ̃z + ~tcε̇

4t2c + ε2 τ̃y (E.8)

where τ̃j are the Pauli matrices in the transformed basis. Now, we assume evolution is

adiabatic with respect to orbital levels, so we remain within the 〈τ̃z〉 = −1 subspace, and we

can replace τ̃z → −1 and remove the term proportional to τ̃y. Now, we add the valleys as a
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perturbation, resulting in the Hamiltonian

H ′|∆|�tc = −
√
ε2 + 4t2c

+ 1 + 〈τz〉ε
2 |∆L|(γx cosφL − γy sinφL)

+ 1− 〈τz〉ε
2 |∆R|(γx cosφR − γy sinφR)

:= Vx(t)γx + Vy(t)γy

(E.9)

In this regime, we can use Eq. (E.5) for 〈τz〉ε, setting ∆− = 0. Now, we diagonalize the

valley space with the rotation

Rv = e−i
π
4 γye

i
2 arctan

[
Vy(t)
Vx(t)

]
γz (E.10)

resulting in another transformed Hamiltonian H ′′|∆|�tc = RvH
′
|∆|�tcR

†
v − i~RvṘ

†
v, where

H ′′|∆|�tc = −
√
ε2 + 4t2c +

√
Vx(t)2 + Vy(t)2γ̃z + Sγ̃x (E.11)

where γ̃j are the Pauli matrices in the rotated valley space, and

S =
Vx(t)V ′y(t)− Vy(t)V ′x(t)

2(Vx(t)2 + Vy(t)2) (E.12)

Solving for S, we obtain

S =
−~|∆L||∆R| sin(φL − φR)d〈τz〉ε

dt

|∆+|2 + 2(|∆L|2 − |∆R|2)〈τz〉ε + |∆−|2〈τz〉2ε
(E.13)

Equation (E.13) can be used to place approximate limits on the driving strength d〈τz〉ε/dt

to avoid valley excitations, which can in turn place limits on ε̇.
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Figure E.1: Here, we illustrate the behavior of the three components to our cost function,
C, across a variety of valley configurations. We show results for the cosine pulse family,
assuming an optimistic charge noise regime, σε = 1 µeV. Each individual plot represents the
cost landscape for a particular valley configuration: in the top row (a), we useEvL = EvR =
50 µeV, and in the bottom row (b) we use EvL = EvR = 20 µeV. Each column represents a
value of δφ, which we vary from 0 to 0.9π. The stars indicate the five pulses that minimized
the total cost, and the red star indicates the pulse ultimately selected by the algorithm.

E.2 Pulse optimization algorithm

In this Appendix, we provide additional details on our pulse-optimization algorithm outlined

in Sec. 6.3. First, we provide details on the quantities Lcharge and Lleakage, used in our heuristic

cost function Eq. (6.13).

E.2.1 Computing Lcharge

As described in Sec. 6.3 in the main text, to develop high-fidelity pulses, we want to estimate

the pulse sensitivity to charge noise. To do so, we utilize a formalism based on a general

2-level Hamiltonian [32, 74]

H = Hc + δH (E.14)

where Hc is the desired (time-dependent) control Hamiltonian, and the leakage term

δH = χx(t)σx + χz(t)σz (E.15)
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where χj(t) are time-dependent noise amplitudes. For weak noise, the propagator associated

with error can be solved from the first order Magnus expansion

Uerr = exp
− i

~
∑
j

Ej(T )
 (E.16)

where

Ej(T ) =
∫ T

0
dt U †c (t) [χj(t)σj]Uc(t). (E.17)

and Uc(t) is the propagator associated with Hc. The noise sensitivity of the logical subspace

to σj errors can be estimated by

Nj = 1
2 ||Ej(T )− tr[Ej(T )/2]||2 (E.18)

where Ej represents the characteristic strength of the noise amplitude χj [74].

Now, we apply the above formalism to estimate the impact of charge noise in our flopping

mode qubits. For computational efficiency, we reduce the full 8-level Hamiltonian to an

effective 2-level system, following Eq. (6.5). We note that, while this effective Hamiltonian

does not exactly describe the spin dynamics of the system, it is good enough to estimate

charge-noise sensitivity. However, to compute the true gate fidelity I0, we retain the full

8-level system; see Sec. 6.3.

Given a quasistatic fluctuation in the detuning, δε, there is a resulting fluctuation in 〈τz〉,

which produces the effective noise Hamiltonian

δHeff = δ〈τz〉
2 (δExσx + δEzσz) . (E.19)

where δEx(z) = gµB∆Bx(z). We can approximate

δ〈τz〉 ≈ δε
d〈τz〉
dε

, (E.20)
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where the derivative d〈τz〉
dε

is evaluated numerically from the 8-level Hamiltonian, and δε is the

approximate size of a detuning fluctuation. In our optimization algorithm, we use δε = σε.

If we associate the noise amplitudes of Eq. (E.15) with our spin system, we have

χspin
x (t) = δε

2
d〈τz〉
dε

δEx (E.21)

χspin
z (t) = δε

2
d〈τz〉
dε

δEz. (E.22)

We can obtain the resulting noise sensitivity by using the approximate noise amplitudes of

Eq. (E.21) in the above noise-sensitivity estimation. So, in our cost function, we include

Lcharge = 1
2 [Nx(T ) +Nz(T )] . (E.23)

To estimate the error propagator Uerr, we time-evolve the 2-level effective noise Hamiltonian

of Eq. (E.19).

E.2.2 Computing Lleak

While we restrict ourselves to the 2-level spin subspace to approximate the gate sensitivity

to charge noise, we need to consider leakage out of this subspace while performing gate

operations. To do so, at each step, we simulate the evolution of the full 8-level system from

t = 0 to t = T := nTres under the Schrodinger equation, including a quasistatic detuning

fluctuation, using Eq. (6.15). For a given propagator, we can estimate the leakage outside

of the ground state subspace by computing the quantity

Lδε = 1
2

7∑
n=2

(
|〈n|Uδε|0〉|2 + |〈n|Uδε|1〉|2

)
(E.24)

where {|n〉}7
n=0 are the 8 eigenstates of the system at t = T . Finally, we obtain Lleak by

averaging Lδε over 9 simulations using uniformly spaced δε between −2σε and 2σε, each

weighted by the normal distribution N(0, σε). Finally, we obtain Lleak by averaging Lδε over
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9 uniformly spaced detuning fluctuations δε, between −2σε and 2σε, each weighted by the

normal distribution N(0, σε).

E.2.3 Comparison of cost components

In Fig. E.1, we plot the components of the total cost C for a variety of valley configurations.

Here, we show results for the cosine pulse family, assuming an optimistic σε = 1 µeV. In

Fig. E.1(a), we assume EvL = EvR = 100 µeV, and in (b) we assume EvL = EvR = 20 µeV.

Each column represents a different valley phase difference δφ, which we vary from 0 to 0.9π.

We see that, for most configurations, the infidelity I0 and leakage Lleak fall as pulse time

increases, while the charge noise sensitivity Icharge grows. For very short pulses, I0 and Lleak

dominate C, while for longer pulses, Lcharge dominates C. This results in a minimum C for

some optimial pulse length. For each configuration, the five pulses that minimze C are marked

with a star, and the red star indicates the pulse ultimately selected by our algorithm. These

are the five pulses that enter the next stage of randomization and re-optimization, described

in the following section. We also note that the loss landscape is significantly complicated for

large δφ, especially for small Ev. In this regime, the optimal C is sometimes much larger,

and, in the very worst cases, realized at short pulse lengths. We comment on this more in

App. E.3.

E.2.4 Randomization and re-optimization

As described in the main text, after optimizing the pulse parameters and computing C for

a range of total pulse lengths, we select the five best-performing pulses, and we randomize

and re-optimize the pulse parameters for these pulses, to help avoid local minima. We

represent the pulse parameters as a vector p. We convert this vector to the pulse parameters

according to the following prescriptions. For the rectangular pulse family, the amplitude is

A = εmax| sin(p0)|, the offset is C = |εmax −A| sin(p1), the steepness R = Rmax| sin(p2)|, and

the duty cycle coefficient cdc = | sin(p3)|. We use the same amplitude and offset definitions
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for the cosine pulse. For the charge-cosine pulse, the amplitude A = 〈τz〉max| sin(p0)| and

the offset C = |〈τz〉max − A| sin(p1), where 〈τz〉max is the maximum achievable 〈τz〉ε for

|ε| ≤ εmax. To randomize and re-optimize a pulse, we take the p obtained by the first

optimization iteration, and we add a uniform random value between ±0.1 to each pn. This

randomized p serves as the initial condition for the next round of optimization.

E.2.5 Additional details

To perform our pulse optimization and simulation, we use the Julia programming language

[17]. Optimizations are performed with the Nelder-Mead method [137]. We select initial

conditions such that the optimized pulse performs a single rotation from θ = 0 to π, and

not multiple rotations. Data analysis, plotting, and other computations are performed in

the Python programming language, including the libraries NumPy [77], SciPy [197], and

Matplotlib [85].

E.3 Optimized pulses in unfavorable valley configura-

tions

In this Appendix, we provide further analysis of the optimized pulses in unfavorable valley

conditions. In Fig. E.2, for both the charge-cosine (a-b) and rectangular (c-d) pulse families,

we plot the average infidelity due to detuning fluctuations (Iave) as a function of valley phase

difference δφ, for valley configurations EvL = 100, EvR = 20 µeV (light gray), EvL = 20,

EvR = 100 µeV (dark gray), and EvL = EvR = 20 µeV (black). This is the same data as in

the main text Fig. 6.3, for the charge-cosine and rectangular pulse families. Qualitatively,

all pulse families behave similarly. Worse valley configurations lead to worse fidelities, and

larger δφ lead to worse fidelities and longer pulses. We understand this as a leakage-noise

tradeoff, as discussed in the main text.

We note that, in the very worst cases, such as EvL = EvR = 20 µeV and δφ = 0.9π, the
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Figure E.2: For completeness, we include the same data as shown in Fig. 6.3 of the main
text, for the charge-cosine pulse family (a)-(b) and the rectangular pulse family (c)-(d). (a)
Expected qubit infidelities due to charge noise computed with Eq. (6.16), as we vary δφ from
0 to 0.9π, for valley splittings EvL = EvR = 100 µeV [orange; same data as in Fig. 6.2(a)],
EvL = 100 µeV and EvR = 20 µeV [light gray lines], EvL = 20 µeV and EvR = 100 µeV [dark
gray lines], and EvL = EvR = 20 µeV [black lines]. We include data for both the optimistic
(circles) and pessimistic (squares) charge noise regimes. (b) The total pulse times, for each
of the pulses illustrated in (a). (c)-(d) The same data as in (a) and (b), for the rectangular
pulse family.

optimized pulses are much shorter, as we see in Fig. 6.3(b) and Fig. E.2(b) and (d). This

may be due to a number of effects. First, the presence of strong valley interference may make

it too difficult for the algorithm to find cost minima for long pulses, since valley interference

patterns are sensitive to even small changes in pulse parameters.

Second, shorter pulses with fewer pulse oscillations may actually be less sensitive overall

to detuning fluctuations in this regime. In these very unfavorable valley configurations, valley

excitations are nearly unavoidable. For example, in Fig. E.3, we analyze the cosine pulse

family, assuming the unfavorable valley configuration described above, under pessimistic

charge noise σε = 15 µeV. Assuming our qubit starts in the ground state, we plot the

wavefunction weight in the first two excited valley eigenstates Wval = W2 + W3, where Wn

are defined in the main text. We analyze all five of the total pulse lengths that yielded the

lowest overall cost C, ranging from 8 to 19 resonant periods. (The shortest pulse, shown

in (a) for T = 8Tres, is the pulse selected by our algorithm and marked with a red star.)

First, we plot the excited valley weight assuming zero detuning fluctuations, δε = 0 (red

solid lines). We observe that, for all pulses regardless of length, the excited valleys are
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Figure E.3: In very unfavorable valley conditions, complicated patterns of valley interference
emerge. We plot the fraction of the wavefunction weight in the first excited valley eigenstates,
Wval as defined in Appendix E.3, for optimized pulses from the cosine family, at each of the
five total pulse lengths that best minimized the total cost C. The pulse plotted in (a),
for T = 8Tres, was the pulse ultimately selected by our algorithm and marked with a red
star. For each of the five cases, we plot the excited valley weight assuming zero detuning
fluctuations, δε = 0 (red solid lines), and a detuning fluctuation δε = 15 µeV (black dashed
lines).
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populated with weight near unity for a significant fraction of the pulse duration. Moreover,

as the pulses get longer, more complicated patterns of valley interference emerge, which

the pulse optimization algorithm must account for. This picture is further complicated by

the presence of detuning fluctuations. In Fig. E.3, we also plot the excited valley weight

assuming a quasistatic detuning fluctuation δε = 15 µeV (black dashed lines). We note

that the valley interference pattern changes dramatically, compared with the δε = 0 case.

Moreover, the changes in interference patterns are potentially more dramatic in the longer

pulses, since any small change in valley interference is compounded over the longer pulse

duration. Thus, in such unfavorable valley configurations, shorter pulses may have more

controllable valley interference patterns. Of course, for very long and very weak pulses, we

expect valley leakage to eventually die away. But, at this point, charge noise will dominate

the infidelity, resulting in worse pulses overall.

E.4 Heterostructure parameters

Here, we elaborate on the parameters of the heterostructures we consider in the main text.

Following Ref. 119, we define the expected Si concentration at position z according to the

following function:

X̄l = Xw + Xs −Xw

1− exp[(z − zt)/τ ] + Xs −Xw

1− exp[(zb − z)/τ ] (E.25)

where zt(b) mark the position of the top (bottom) QW interface, and λ = 4τ is the charac-

teristic interface width. We use interface width λ = 1 nm and well width |zt − zb| = 10 nm

in this work. In cases where the minimum Ge concentration Gmin = 1 − Xw > 0, we set

Xs = Xw − 0.3, maintaining a 30% Ge concentration difference between the barrier and

quantum well regions.
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E.5 Effective mass simulations

In this work, we use both 1D and 3D effective mass simulations. We use the 1D simulations to

calculate σ∆ (and therefore the average valley splitting) for the heterostructures considered

in this work. In Appendices E.6 and E.7, we use 3D effective mass simulations to model the

orbital energy of a single dot and the tunnel coupling in a double dot, respectively. In this

Appendix, we outline these effective mass simulations.

E.5.1 1D simulations

To obtain σ∆ for a given heterostructure according to Eq. (6.7), we need to compute the

envelope function ψenv. To do so, a 1D effective mass model suffices. We solve the 1D

effective mass Hamiltonian

H1D
EM = T1D + Uφ + Uqw (E.26)

where T1D is a discretized 1D kinetic energy operator, Uφ = eEzz is the potential due to a

vertial electric field Ez, and Uqw is the quantum well potential. We assume Ez = 5 meV nm−1.

The quantum well potential at position r is given by

Uqw(r) = X(r)−Xs

Xw −Xs

∆Ec (E.27)

where X(r) is the Si concentration at position r. In the 1D model, we can replace r → zl,

where l is the layer index, and we use Eq. (E.25) to define the Si concentration profile.

Following Refs. [119, 145], the conduction band offset is given by

∆Ec = (Xw −Xs)
[

Xw

1−Xs

∆ESi
∆2(Xs) −

1−Xw

Xs

∆EGe
∆2(Xs)

]
(E.28)
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where ∆ESi(Ge)
∆2

are the ∆2 conduction band offsets for strained Si (Ge) grown on unstrained

SiXGe1−X substrate [164], approximated as

∆ESi
∆2(X) = −0.502(1−X) (eV)

∆EGe
∆2(X) = 0.743− 0.625(1−X) (eV)

(E.29)

By diagonalizing Eq. (E.26), we obtain the envelope function and can compute σ∆, whose

values are reported in the main text. We note that, to compute ψenv, we use the virtual crystal

approximation and do not include random alloy disorder in the quantum well potential. In

this computation, unless otherwise specified, we assume the lateral confinement potential is

parabolic and isotropic with characteristic level spacing ~ωorb = 2 meV.

E.5.2 3D simulations

We also employ 3D effective mass simulations to describe the orbital energy and tunnel

coupling fluctuations due to alloy disorder. We note that these simulations contain no valley

physics, since their purpose is only to describe the orbital energies of the system. Following

the methods of Ref. 119, we use a coarse-grained model of the Si/SiGe heterostructure

in three dimensions. We discretize the heterostructure into cells of size (∆x,∆y,∆z) =

(a0, a0, a0/4), where a0 = 0.543 nm is the Si lattice constant. In this model, each cell contains

exactly two Si/Ge atoms. On this discretized lattice, we solve the following effective-mass

Hamiltonian:

H3D
EM = T3D + Uconf + Uφ + Uqw, (E.30)

where T3D is the discretized 3D kinetic energy operator and Uqw is the quantum well potential,

given in Eq. (E.27). The lateral confinement potential Uconf depends on whether we consider a

single or a double-dot system. For example, for a single quantum dot, we use the confinement

potential

U sd
conf = 1

2mtω
2
orb

(
(x− x0)2 + y2

)
, (E.31)
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where the dot is centered at (x0, 0). Again, unless otherwise specified, we consider single-dot

unperturbed orbital splittings ~ωorb = 2 meV, and vertical fields Ez = 5 mV nm−1. We

elaborate on the double-dot system in Appendix E.7.

The quantum well potential is given by Eq. (E.27), where we define X(xj, yk, zl) := Xj,k,l

as the Si concentration of a cell at r = (xj, yk, zl), labeled with indices (j, k, l). In a system

with alloy disorder, the atoms in any given cell will be randomly assigned as Si or Ge, where

the probability of choosing a Si atom is given by the average (or expected) Si concentration

at the position of the cell. To separate the effects of alloy disorder from those intrinsic to

the shape of the interface, we decompose Uqw into two components, one due to the average

Si concentrations in a given cell (Ūqw), and one due to the random fluctuations of the Si

concentration in a given cell due to random alloy disorder (Udis
qw ). Hence, Uqw = Ūqw + Udis

qw ,

where

Ūqw(xj, yk, zl) = X̄j,k,l −Xs

Xw −Xs

∆Ec

Udis
qw (xj, yk, zl) = δXj,k,l −Xs

Xw −Xs

∆Ec
(E.32)

where X̄j,k,l is the expected Si concentration in a cell, and δXj,k,l = Xj,k,l − X̄j,k,l is the

difference between the actual and expected Si concentrations in a cell.

We model the top and bottom quantum well interfaces as smooth sigmoid functions.

Without interface steps, the expected Si concentration at layer l, X̄l, is give by Eq. (E.25).

With an interface step, we model the expected Si concentration for a cell at (xj, yk, zl) as

X̄j,k,l = X̄lΘ(xj ≥ xstep) + X̄l+1Θ(x < xstep) (E.33)

where X̄l is given by Eq. (E.25), xstep is the lateral position of the interface step, and Θ(·)

is the Heaviside step function. Here, we consider a step oriented along the ŷ direction.

Finally, in Appendices E.6 and E.7, we consider systems both with and without alloy

disorder. To model a system without alloy disorder, we use the virtual crystal approxima-
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Figure E.4: Comparison of effective detuning fluctuations due to the direct effects of fluc-
tuating lateral fields and indirect effects due to alloy disorder and interface steps. (a) The
orbital energy of a single dot, centered at x0, as it moves across a single interface step at
xstep = 0, simulated with a 3D effective mass model using the virtual crystal approximation
(solid line), and the results for the same system computed with first-order perturbation the-
ory (dashed line) [see Appendix E.6]. (b) The gradient of the orbital energy with respect
to the dot center, ∂x0Eorb, for the same system as in (a), again computed with 3D effective
mass simulations (solid line) and perturbation theory (dashed line). (c) For a lateral field
fluctuation along the x̂ direction, we plot the resulting direct detuning fluctuations for the
double dot (black dashed line), as well as the indirect effective detuning fluctuations due to
alloy disorder, for both conventional (blue) and 5% Ge QWs (red), and step disorder (pink
dot-dashed line).

tion, setting Udis
qw = 0. In systems with alloy disorder, we populate each cell with exactly

two atoms. The probability each atom in a cell is Si is given by X̄i,j,k, the expected Si

concentration at that cell. The resulting Si concentration in the cell defines Xi,j,k, as used

in Eq. (E.27).

E.6 Orbital energy fluctuations

In this section, we elaborate on how fluctuations to the ground state orbital energy due to

local disorder affect flopping mode qubit fidelities. In the presence of a quasistatic lateral field

fluctuation δElat = δElat,xx̂ + δElat,yŷ, there is a corresponding fluctuation in the inter-dot

detuning, δε = edδElat,x, where d is the inter-dot spacing, and we have assumed the detuning

axis of the double dot system is along x̂. Here, we assume an inter-dot spacing d = 60 nm

(see Appendix E.7). In Fig. E.4(b), we plot this detuning fluctuation as a function of δElat,x

(black dashed line). However, this detuning fluctuation is not the only possible effect. In
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the presence of fluctuating lateral fields, the center of a dot is shifted by a small amount

δx, as described in Eq. (6.18) of the main text. These lateral shifts cause the dot to sample

slightly different disorder landscapes, both due to the presence of steps in the quantum well

interface and alloy disorder. If the orbital energy fluctuations are different for each dot in

the double-dot qubit, the result is an effective detuning fluctuation, δεeff = δEorb,2− δEorb,1,

where δEorb,i labels the orbital energy fluctuation in dot i. We examine the effects of both

sources below, where we find both steps and alloy disorder have much smaller impacts on the

effective detuning than the direct detuning fluctuations described above. Thus, we do not

expect the orbital energy fluctuations due to alloy disorder or interface steps to materially

impact flopping mode qubit fidelities.

E.6.1 Alloy disorder

As described above, alloy disorder can induce small shifts in the orbital energy in the presence

of fluctuating lateral electric fields. From effective mass theory, the first-order correction to

the orbital energy due to alloy disorder is given by

Edis
orb =

∫
dr|ψ0(r)|2Udis

qw (r) (E.34)

where ψ0 is the zeroth order envelope function, and Udis
qw is defined in Eq. (E.32). We assume

ψ0(r) = φ0(x)φ0(y)ψz(z), where φ0 is the ground state wavefunction of a 1D harmonic

oscillator confinement potential, and ψz is the ground state of the z-confinement potential,

determined by the quantum well profile and the vertical field (see Appendix E.5). Since we

consider a coarse-grained model of heterostructure, we can replace the integral with a sum,

according to the formula ∫
dr→ a3

0
4

∑
xj ,yk,zl

(E.35)
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where the sum is over all cells in the heterostructure. To understand the statistical properties

of Edos
orb , following Ref. 119 we take the variance in the resulting quantity, resulting in

V[Edis
orb] = σ2

∆ (E.36)

where we have used

a0
∑
xj

φ4
0(xj) ≈

∫
dx φ4

0(x) =
√
mtω

2π~ (E.37)

and

V[Udis
qw (xj, yk, zl)] =

(
∆Ec

Xw −Xs

)2

V[δXj,k,l] = 1
2

(
∆Ec

Xw −Xs

)2

X̄j,k,l(1− X̄j,k,l) (E.38)

Hence, the orbital energy fluctuation due to alloy disorder in any single dot is a normal

random variable, with zero mean and variance given by Eq. (E.36).

Now, we introduce charge noise, in the form of fluctuating lateral electric fields. As

discussed above, these field fluctuations induce small shifts in the dot position δx, given by

Eq. (6.18). Following the methods of Ref. 119 and 120, it can be shown that the gradient

∂xE
dis
orb is also a random variable, with variance given by V[∂xEdis

orb] = σ2
∆/a

2
dot. So, in response

to a small lateral perturbation δx, the resulting detuning fluctuation δEdis
orb = Edis

orb(δx) −

Edis
orb(0) will have the variance

V[δEdis
orb] = V[δx ∂xEdis

orb] = δx2σ2
∆

a2
dot

. (E.39)

Finally, since each dot in the double-dot qubit will have a nearly-uncorrelated alloy disor-

der profile, it will experience a different change in orbital energy. The resulting detuning

fluctuation δεeff = δEdis
orb,2 − δEdis

orb,1 will have variance

V[δεdiseff ] = 2δx2σ2
∆

a2
dot

(E.40)
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Once again, this is a normal random variable with zero mean and variance given by Eq. (E.40).

Since these fluctuations can be both positive and negative, we consider the magnitude |δεdiseff |.

The distribution of |δεdiseff | is folded-normal, with mean

E[|δεdiseff |] =
√

2
π
V[δεdiseff ] = 2

√
2
π

δxσ∆

adot
(E.41)

The predictions of Eq. (E.41) for a given lateral field fluctuation Elat,x are shown in Fig. E.4(b),

for both the conventional QW (blue) and the 5% Ge QW (red). We see that the effects of

alloy disorder are much smaller than the effects of direct detuning fluctuations for a double

dot.

E.6.2 Interface steps

Now, we consider the effect of an interface step on the detuning fluctuations in a flopping

mode qubit. First, we determine the effects of an interface step on the orbital levels of a

single quantum dot. We obtain the ground state orbital energy Eorb by diagonalizing the

effective mass Hamiltonian Eq. (E.30), varying the dot center x0 relative to the step at

xstep = 0 [illustrated schematically in the inset of Fig. E.4(a)]. We use the virtual crystal

approximation described in Appendix E.5 to avoid the effects of alloy disorder. We plot the

resulting values of Eorb(x0) in the top panel of Fig. E.4(a) [solid line]. We see that, on either

side of the step, the orbital energy levels out, but near the step, the Eorb shifts by about

0.7 meV.

Given Eorb as a function of dot position x, we can also compute the gradient relative to

the dot center, ∂x0Eorb, plotted in the lower panel of Fig. E.4(a) [solid line]. The gradient

peaks at the position labeled x∗, marked with a star in Fig. E.4, which is nearly equal to

xstep. Given a lateral electric field fluctuation δElat,x, the dot shifts by an amount δx, given

in Eq. (6.18). We can estimate the resulting detuning fluctuation at the position of maximal
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gradient,

δEorb = δx∂x0Eorb|x0=x∗ (E.42)

Furthermore, if we assume one dot in the double-dot qubit is centered along a step, Eq. (E.42)

describes an effective detuning shift δεeff between the two dots. This detuning shift is plotted

in Fig. E.4(b) [pink dot-dashed line] as a function of δElat,x. The resulting δεeff is about

as large as the expected detuning fluctuation due to alloy disorder in the 5% Ge QW.

However, even at the position of the maximal Eorb gradient, this shift is still about an order

of magnitude smaller than the shift due to direct E-field induced detuning fluctuations.

Finally, we can compare our effective mass simulations with first-order perturbation the-

ory. The first-order correction to the orbital energy due to an interface step is given by

Estep
orb =

∫
dr|ψ0(r)|2Ustep(r) (E.43)

where ψ0 is the unperturbed ground state envelope function, and Ustep is the perturbation

to the quantum well potential by a step. Using Eqs. (E.32) and (E.33), in the virtual crystal

approximation, the potential perturbation due to a step is given by

Ustep(xj, yk, zl) = Θ(x < xstep)X̄l+1 − X̄l

Xw −Xs

∆Ec (E.44)

Using the integral-to-sum relation Eq. (E.35), and noting that the step is oriented along ŷ,

we have

Estep
orb = a2

0∆Ec
4(Xw −Xs)

∑
xj<xstep

|ψ0(xj)|2
∑
zl

|ψz(zl)|2(X̄l+1 − X̄l) (E.45)

The results of Eq. (E.45), and the derivative ∂x0E
step
orb , are plotted in Fig. E.4(a) as dashed

lines, showing good agreement with the effective mass simulations.
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Figure E.5: Computation of the tunnel coupling distribution using effective mass simula-
tions. (a) An example diagram of the ground and first-excited orbital energies, for a single
alloy disorder configuration, as we modulate the lateral field Elat. Inset: the ground (white
shapes) and first-excited (dark shapes) wavefunctions, plotted at three different Elat config-
urations, indicated by their shapes. (b) Errorbars represent the 25-75 percentile range of
20 simulations of tc, where each simulation has a different random-alloy disorder configura-
tion, as we modulate the inter-dot distance d. We consider conventional QWs (blue) and
QWs with 5% Ge (red), and we consider quartic (upper series, solid lines) and biquardratic
(lower series, dashed lines) double-dot potentials. Connecting lines are a guide to the eye.
(c) For each configuration in (b), we plot the standard deviation of the 20 tunnel coupling
calculations (σtc), normalized by the average of the 20 calculations (t̄c).

E.7 Tunnel coupling fluctuations

As well as fluctuations in the effective double-dot detuning, fluctuating lateral electric fields

can also produce shifts in the double-dot tunnel coupling tc. First, we assume charge impu-

rities are distant from the qubit, so the effective lateral field fluctuations are constant across

the double-dot. As in Appendix E.6, these cause the double-dot system to displace slightly,

sampling a slightly different disorder profile, leading to tunnel coupling fluctuations, δtc. In

the case where charge impurities are nearby, lateral field fluctuations may displace two dots

differently, effectively modulating the inter-dot spacing and therefore the tunnel coupling. In

this Appendix, we estimate the resulting tunnel coupling fluctuations due to alloy disorder,

interface steps, and inter-dot distance modulations. In all cases, as expected, we find tunnel

coupling fluctuations are not the dominant source of flopping mode qubit infidelity.
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Figure E.6: Estimating the size of tunnel coupling fluctuations due to charge noise. (a) Start-
ing with a double-dot centered at (x0, y0), we move the system slightly along the x̂ direction,
computing the resulting change in tunnel coupling, ∆tc, as described in Appendix E.7. We
plot ∆t2c against δx for 20 instantiations of random-alloy disorder, as well as the best-fit line
for E[∆t2c ] [see Eq. (E.48)]. For these simulations, we use a conventional QW, quartic double-
dot potential, and inter-dot distnace d = 60 nm. (b) For a system without alloy disorder,
we compute tc as the double-dot potential moves across a single step in the QW interface at
xstep = 0 (upper panel). We also indicate the gradient of tc relative to the double-dot center,
∂x0tc (lower panel). We indicate the position of maximal sensitivity to fluctuations in x0 with
a star. (c) For a given lateral field fluctuation δElat, we estimate the resulting tc fluctuation,
δtc, due to steps and alloy disorder. First, we consider a double-dot with a single interface
step, at the position of maximal sensitivity to changes in x0 (pink dot-dashed line), ignoring
the effects of disorder. We also consider systems with random-alloy disorder and without
interface steps, for fluctuations along x̂ (solid lines) and y (dashed lines), for conventional
QWs (blue) and 5% Ge QWs (red). Finally, we include the δtc due to fluctuations in the
inter-dot position (orange line), where we assume δElat is equal and opposite in each dot,
arranged such that the inter-dot distance d→ d+ 2δx, for δx defined in Eq. (6.18).
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E.7.1 Alloy disorder

First, we evaluate the role of alloy disorder on the tunnel coupling in a double dot. To do

so, we consider two models of the lateral confinement potential: biquadratic and quartic,

following Ref. 112, given by the following

Ubi = 1
2mtω

2

Min
(x− x0 −

d

2

)2

,

(
x− x0 + d

2

)2
+ (y − y0)2


Uqu = 1

2mtω
2

 1
d2

(
(x− x0)2 − d2

4

)2

+ (y − y0)2

 .
(E.46)

where the detuning axis is along x̂, d is the inter-dot spacing, the double-dot system is

centered at (x0, y0), and the orbital energy in each dot is approximately given by ~ω = 2 meV.

These potentials are illustrated schematically in Fig. E.5(b). We note that these models are

fairly crude, and real devices allow for control over individual plunger gates and tunnel

barriers. Nonetheless, the allow us to make estimates of the impact of disorder on tunnel

couplings. We also include the potential due to a lateral electric field,

Ulat = eElatx. (E.47)

This lateral field effectively modulates the detuning of the double-dot system, allowing us to

estimate the tunnel coupling, as described below.

To obtain the tunnel coupling for a given disordered crystal lattice, we diagonalize the

effective mass Hamiltonian Eq. (E.30), with the double-dot confinement potential given by

Eq. (E.46) and lateral field potential given by Eq. (E.47), obtaining energies for the ground

and first-excited orbital states, Eg and Ee. Then, we adjust the lateral field strength Elat

to find the configuration that minimizes the ground state energy gap, ∆E = Ee − Eg. The

tunnel coupling is approximately half this gap, tc ≈ ∆E/2. This procedure is illustrated

for one example in Fig. E.5(a), where we have plotted both Eg and Ee as we modulate

Elat. We also plot the ground state wavefunction (white markers) and the first excited
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state wavefuntions (gray markers) at three different configurations. We see that at the

position of minimal ∆E, indicated with stars, the wavefunctions are given by symmetric and

antisymmetric combinations of left- and right-dot orbital states with nearly equal weights.

Using this procedure, we compute tc for 20 instantiations of random-alloy disorder.

We perform the above procedure for inter-dot spacings d = 60, 80, and 100 nm, for both

the quartic and biquadratic confinement potentials defined in Eq. (E.46). We consider both

conventional QWs (blue) and QWs with 5% Ge (red), and the resulting tc distributions are

plotted in Fig. E.5(b), where errorbars represent the 25− 75 percentile range across the 20

instantiations of random-alloy disorder. The upper series of data (connected with solid lines)

indicate results for the quartic potential, and the lower series (dashed lines) the biquadratic

potential. We observe that the average tc varies over many orders of magnitude for the

inter-dot spacings considered here. This is the expected behavior, given the exponential

dependence of tc on d. We also see that the variation in tc is much larger in the QWs with

5% Ge than the conventional QWs. To illustrate this further, we plot the size of σtc, the

standard deviation of the tc distribution, relative to the average t̄c in Fig. E.5(c). We see that

for both quartic and biquadratic models, σtc is about 20% of t̄c in the 5% Ge heterostructures,

while only about 3% of t̄c for the conventional QWs.

Next, we consider the effects of charge noise. We assume that a lateral field fluctuation

δElat will slightly modify the center coordinates (x0, y0) of the double-dot qubit, causing the

qubit to sample a slightly different disorder landscape. Again, we assume δElat is constant

across the double-dot, which is true if the charge defects producing δElat are far from the

qubit. We consider a quartic potential with dot spacing d = 60 nm, which produces average

t̄c closest to 100 µeV [see Fig. E.5(b)]. For each of the 20 alloy disorder configurations, for

both the conventional and 5% Ge QW, we slightly perturb the double-dot center coordi-

nates. We consider perturbations in both the x- and y-directions. By computing the change

in tunnel couplings due to these lateral shifts, labeled ∆tc, we can extract the statistics

of tc fluctuations. Like other disorder-influenced quantities, we assume V[∆tc] = E[∆t2c ]



283

t̄c (µeV) σtc (µeV) atc,x (nm) atc,y (nm)

0% Ge 140 4.9 10 14

5% Ge 131 32 11 22

Table E.1: Numerical parameters describing tc sensitivity due to lateral perturbations of the
double-dot center coordinates, as described in Appendix E.7.

scales quadratically with displacement and is proportional to the underlying tunnel coupling

variance, σ2
tc. Hence, we fit the data to the relationship

E[∆t2c ] = σ2
tc∆x2/a2

tc,x, (E.48)

where σtc is determined empirically from the initial 20 simulations, and atc,x is the fitting

parameter. The parameter atc,x has units of distance, so this parameter captures the length

scales over which tc varies in a double dot, and the subscript x indicates that the displacement

∆x occurred along x̂. We plot one dataset of ∆t2c vs δx2 in Fig. E.6(a), for small displacements

along the x̂ axis in a conventional QW. We also plot the fit given by Eq. (E.48) [black dashed

line]. Clearly, the tunnel coupling fluctuations are well-described by Eq. (E.48). In the inset,

we also plot ∆tc vs. δx, indicating with scale bars how Std[∆tc] =
√
E[∆t2c ] grows with

distance. We repeat this procedure for displacements along the ŷ direction as well, for both

conventional and 5% Ge QWs. The resulting fit parameters are summarized in Table E.1.

We note that the fluctuation length scales are all on the order of the dot size.

Finally, we can relate these tunnel coupling fluctuations to a lateral field fluctuation. As

before, we assume that a lateral field fluctuation δElat shifts the dot by a small distance δx, as

given in Eq. (6.18), resulting in a small shift δtc. In Fig. E.6(b), we plot Elat vs the expected

rms tunnel coupling fluctuations, for both conventional (blue) and 5% Ge (red) QWs and

displacements along x̂ (solid lines) and ŷ (dashed lines). Again, we note the expected δElat

corresponding to our optimistic and pessimistic charge noise configurations. We see that,

for the charge noise regimes considered in this work, we expect tunnel coupling fluctuations
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much less than 1 µeV due to alloy disorder.

E.7.2 Interface steps

Next, we investigate the role of interface steps in tunnel coupling fluctuations. As above, we

use 3D effective mass simulations to determine tc for different step configurations. In this

case, we exclude alloy disorder by using the virtual crytal approximation. Again, we use the

quartic potential model and an inter-dot separation d = 60 nm in Eq. (E.46). We plot the

resulting tc as we move the double-dot across a step at xstep = 0 in Fig. E.6(b) [top panel]. In

the bottom panel, we plot the resulting gradient, ∂x0tc. At the position of maximal gradient

x∗, we find |∂x0tc|x0=x∗ ≈ 3.6 µeV nm−1. Then, using Eq. (6.18), we relate the tc fluctuation

to a lateral field fluctuation, using

δtc ≈ δx∂x0tc|x0=x∗ . (E.49)

The resulting δtc are plotted in Fig. E.6(c) [pink dot-dashed line]. For the charge noise

regime considered here, we expect δtc � 1 µeV.

E.7.3 Fluctuations in the inter-dot distance

Lastly, we investigate the role of fluctuations in the inter-dot distance due to charge noise.

In the case where charge defects live near the qubit, each dot could experience electric field

fluctuations in opposite directions. These could have the effect of moving the two dots slightly

closer or slightly farther apart. To estimate the effect these fluctuations would have on the

tunnel coupling, we use the data in Fig. E.5(b) to estimate how tc scales with distance. Using

the data for the 0% Ge QWs in quartic potentials at d = 60 and 80 nm, we approximate

log tc ≈ −3.57 − 0.088d, for tc in eV and d in nm. Using this relationship, we can estimate

δtc for small shifts in d. To relate shifts in d to lateral field fluctuations δEx, we again use

Eq. (6.18). This time, we assume the lateral field fluctuations are equal and opposite for
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Figure E.7: Estimating the pulse infidelity due to fluctuations in the tunnel coupling tc.
For δφ from 0 to 0.9π, we compute the infidelity resulting from tunnel coupling fluctuations
δtc = ±1 µeV, for valley splittings EvL = EvR = 20 µeV (a) and EvL = EvR = 100 µeV (b),
for pulses optimized for σε = 15 µeV. We also plot the average infidelity due to detuning
fluctuations for the cosine pulse, computed with Eq. (6.16) [green dashed lines]. The gray
regions indicate the infidelity without charge noise, I0, and serves as a lower bound on pulse
fidelity.

each dot, so the double-dot spacing d is shifted by ±2δx, for δx given by Eq. (6.18). We

plot the resulting |δtc| as a function of δElat, assuming d → d + 2δx, in Fig. E.6(c) [orange

line]. We see this type of shift can have a much larger impact on tc than alloy disorder and

interface steps.

E.7.4 Impact of δtc on gate fidelity

To estimate the expected infidelity due to tunnel coupling fluctuations, we examine the cosine

pulse family, in the pessimistic σε = 15 µeV charge noise regime. We expect the effects of

charge noise to be more apparent for large noise amplitudes. Starting with a pulse optimized

for either EvL = EvR = 20 µeV or EvL = EvR = 100 µeV, we then apply a tc fluctuation

equal to ±1 µeV to the Hamiltonian, and we compute the resulting pulse infidelity under the

modified Hamiltonian. Results are shown as circles in Fig. E.7 for EvL = EvR = 20 µeV (a)

and EvL = EvR = 100 µeV (b), where large blue circles show infidelities for δtc = +1 µeV,

and small red circles show infidelities for δtc = −1 µeV. The green dashed lines in (a) and

(b) indicate the infidelity due to detuning fluctuations, and the gray boundary indicates the
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baseline infidelity I0, as described in the main text. We note that δtc = ±1 µeV is quite

a large fluctuation. In our simulations above, we only find δtc approaching 1 µeV when a

fluctuating lateral field has opposite direction in each dot. Alloy disorder and interface steps

produce δtc’s that are about an order of magnitude smaller, given the same lateral fields. Of

course, precise quantification of the true δtc distribution will require atomistic simulations

including charge traps and other impurities. However, we view this as an approximate upper

bound on δtc. In Fig. E.7 (a) and (b), despite these very large fluctuations in tc, we observe

that the infidelity due to tc fluctuations is almost always smaller than the expected infidelity

due to detuning fluctuations. Hence, for the qubits considered in this work, we do not expect

tunnel coupling fluctuations to be a dominant source of infidelity.

E.8 Simulations of random Ev landscapes

In both Sec. 6.6 and 6.7, we have performed simulations of the spatial distribution of valley

splittings along a 1D or 2D landscape. We use the GSTools python library [136] to generate

these landscapes, assuming the real and imaginary components of ∆ are uncorrelated, and

the spatial covariance of ∆ is given by Eq. (6.19).

E.9 Linear quantum dot array

In Section 6.7 of the main text, we considered sparse grids of quantum dots, showing that

they enable a much higher probability of finding a high-fidelity qubit. Here, we perform

the same analysis for linear arrays of quantum dots, illustrated in the inset to Fig. E.8.

As in the main text, we estimate Pfail for each configuration of dots, assuming the valley

parameters are uncorrelated between neighboring dots, from 10,000 simulations of random

alloy disorder, assuming a minimum QW Ge concentration Gmin from 0 to 5%. Like we found

for sparse grids of dots, we find that Pfail falls dramatically as the number of dots in the grid

is increased. For the same number of dots, we find the square grid configuration achieves
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Figure E.8: We plot Pfail, defined in Eq. 6.22, for linear arrays of quantum dots with size N .
Each data point is computed from 10,000 instantiations of random alloy disorder, assuming
Ev is uncorrelated between neighboring dots. Colors indicate the minimum Ge concentration
Gmin, which we vary from 0 to 5 %.

slightly smaller Pfail than the linear chain, since more qubits can be formed in the square

grid. For example, for 0% Ge quantum wells, we find 9 dots arranged in a line achieves

Pfail ≈ 1.6 %, while 9 dots arranged in a square grid achieves Pfail ≈ 0.7 %.
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Appendix F

Supplementary Information for

Chapter 7

F.1 Super-sharp interfaces with atomic step disorder

In the main text, we considered the limit of disorder-dominated quantum wells, for which

random-alloy disorder is the main source of variability in the valley splitting. In this Ap-

pendix, we consider the opposite, deterministically enhanced valley-splitting limit, which can

be achieved, for example, in quantum wells with super-sharp interfaces. In this case, the

dominant source of disorder is from single-atom steps at the quantum well interface. We now

briefly show that such disorder from sparse steps has a very different effect on shuttling than

random-alloy disorder, and that the resulting infidelities are greatly reduced in accordance

with much larger minimal Ev.

When the QW interfaces are very sharp, monoatomic steps in the QW interfaces are

the dominant source of Ev fluctuations. To study shuttling in this regime, we examine the

case of a single atomic step, traversed at different shuttling velocities. We assume an orbital

splitting of 2 meV and a vertical electric field of 5 mV nm−1 inside a well of width 10 nm, with

perfectly sharp interfaces and a single atomic step in the interface. We use 2D effective mass
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Figure F.1: Traversal of a single monoatomic step. (a) Infidelities as a function of shuttling
distance, for a quantum well with a perfectly sharp interface containing a single atomic step
centered in the middle of the shuttling path, for several different shuttling velocities (color
coded). Working in the basis of instantaneous eigenstates, we observe an infidelity peak at
the center of the Landau-Zener transition, as expected from theory [135, 198]. The infidelity
then remains low after crossing the step, even for velocities up to 100 m s−1. Compared to
the disorder-dominated regime, this represents several orders of magnitude of improvement
in the infidelity. (b) The inter-valley coupling ∆ plotted in the complex plane for the same
shuttling path. Here, the lowest valley splitting occurs at the step location, with a value of
200 µeV. The color code represents |∂x∆|.
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theory to simulate the inter-valley coupling as the dot moves across the step (see Section F.5).

The evolution of ∆ as the dot traverses the step is shown in Fig. F.1(b), where at the step

position, the dot has a minimum Ev of about 200 µeV. We plot the resulting infidelity as

function of shuttling distance in Fig. F.1(a). We see spikes in the infidelity near the step

position in Fig. F.1(a). These correspond to the position with maximized |∂x∆|, the rate of

change in ∆ as a function of distance, shown in Fig. F.1(b). However, as the minimal Ev at

the step position is much larger than typical minima present in the disordered regime, even

velocities an order of magnitude higher than those considered in the main text converge to

low infidelity values beyond the step. An ideal sharp interface with only occasional single

monolayer steps can therefore enable high-fidelity transport even without applying tuning

methods. It should be noted that multiple steps in close vicinity, i.e. on the order of the dot

size, may decrease Emin
v again and induce larger infidelity, as considered in Ref. [109].

F.2 Prefactor of the noise-induced shuttling infidelity

Here, we briefly clarify the different prefactor appearing in Eq. (7.10), as compared to

Ref. [109], which we have adapted to match the infidelity metric described in Sec. 7.4.2.

For a noise Hamiltonian given by

Hnoise = ~
2Φ(t)σz , (F.1)

our metric can be rewritten as

F = 1
d2

∣∣∣∣∣∣Tr{ V †︸︷︷︸
1

Unoise(t)}

∣∣∣∣∣∣
2

(F.2)

= 1
d2

∣∣∣eiΦ(t)/2 + e−iΦ(t)/2
∣∣∣2 , (F.3)

where Unoise(t) is the time evolution operator for Hnoise. Assuming a Gaussian ensemble

average of qubit phases Φ of zero mean and rms δΦ, and with a dimension d = 2, this
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evaluates to

〈F 〉 = 1
d2

(
2 + 2e−δΦ2/2

)
(F.4)

d=2−−→ 〈I〉 = 1− 〈F 〉 = 1
2
(
1− e−δΦ2/2

)
≈ δΦ2

4 , (F.5)

which implies an additional factor of 1/2 compared to Ref. [109].

F.3 Parameter choices for two tuning methods

In this Appendix, we examine how parameter choices for two of the tuning strategies in

the main text affect the shuttling infidelities. This discussion is not meant to provide a

comprehensive analysis; rather, it is to illustrate some of the compromises that must be

considered when making these choices.

We first examine how the segment length and channel width affect shuttling infidelities for

the channel-shifting strategy. In Fig. F.2(a), we modify both the length of each segment and

the width of the shuttling channel (the “lateral range”). We calculate the shuttling infidelities

for the 3 nm QW at 10 µm distance for each parameter choice, while simultaneously applying

bipartite velocity modulation, with an average shuttling velocity of 5 m s−1. As expected,

both parameters have a significant effect on shuttling infidelities of at least several orders

of magnitude. Increasing the lateral range makes it easier to avoid regions with low valley

splittings, while smaller segment lengths allow for more frequent adjustments to the optimal

path. For both parameters, the range of parameters considered in Fig. F.2(a) does not result

in asymptotic behavior of the infidelity; however, the range is imaginable for experimental

realizations. On the other hand, the results suggest the existence of thresholds, beyond

which the infidelities deteriorate significantly: for channel widths, this occurs below about

60 nm, and for segment lengths, it occurs above 1 µm. The threshold for both parameters

depends on the dot size, since valley splitting values are essentially uncorrelated when the
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Figure F.2: Comparison of different simulation constraint parameters, for two tuning meth-
ods. (a) Exploration of shuttling infidelities as we vary parameters used in the channel-
shifting simulations. Rust-colored histograms show results for several different lateral shift
ranges. Green histograms show results for several different segment lengths. Larger lat-
eral ranges and smaller segment lengths are seen to give higher fidelities. Here, results are
obtained for a 10 µm shuttling trajectory, for an average velocity of 5 m s−1, in the 3 nm
quantum well, and we simultaneously apply bipartite velocity modulation but no dot elon-
gation. (b) Exploration of shuttling infidelities as we vary parameters related to bipartite
velocity modulations. Rust-colored histograms show results for several values of the ratio
vslow/vfast. Green histograms show results for several values of the threshold valley splitting
Ethresh
v , below which the slower velocity is applied. While increasing the ratio vslow/vfast has

a weak effect on the median infidelity values, it has a stronger effect on the number of very
poor infidelity results. On the other hand, setting a low valley splitting threshold value
causes the infidelity to increase significantly. Black numbers indicate the average number of
valley splitting dips below Emin

v that occur over the full shuttle length. Other parameters
are the same as in (a).
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dot is moved by the distance of a dot diameter. We therefore expect that smaller dots

do not require a wide channel to achieve high shuttling fidelities; however they do require

shorter segment lengths. At the threshold values for these tuning parameters, in addition to

increasing median infidelity, we note that the infidelity distribution also becomes problematic,

with a much higher portion of infidelities occurring at higher values.

Second, we examine parameters related to bipartite velocity tuning. In Fig. F.2(b), we

analyze the choice of the “slow” velocity used near locations of low valley splitting, vslow,

and we study the choice of threshold valley splitting, Ethresh
v , below which the velocity is

reduced. Again, we consider simulations of the 3 nm QW evaluated at 10 µm, with a fixed

average velocity of 5 m s−1, and we apply both bipartite velocity modulation and channel

shifting techniques. We see that increasing the ratio vslow/vfast only slightly increases the

median infidelity, but it significantly widens the tails of the distribution at large infidelities.

Setting a higher threshold Ethresh
v for velocity switching causes the median infidelity to move

to lower infidelities; however, this occurs at the cost of significantly more velocity switches

per trace, as indicated by the black numbers accompanying the data points.

F.4 Effect of individual tuning methods

In this Appendix, we briefly show that strategies to evade points of low Ev (e.g., modulating

the electric field or channel shifting) are a necessary component of high-fidelity shuttling.

Velocity modulation and dot elongation can improve upon these fidelities, but they do not

provide high-fidelity shuttling on their own. In Fig. F.3, we separate out the performance

of velocity modulation and dot elongation for the 5% Ge quantum well. While both strate-

gies yield improvements over the unmodified shuttling procedure, after 2 µm no practical

improvement is obtained, even for the quantum well with the largest average valley splitting

studied here.
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Figure F.3: Simulation results showing that velocity modulation and dot elongation do not
provide high-fidelity shuttling on their own. Here, we plot the shuttling infidelities as a
function of distance for the 5% Ge quantum well without any modifications (green), then
including either velocity modulation (orange) or dot elongation (purple). Note that we use
neither channel shifting nor electric field modulation. We find that neither the velocity mod-
ulation nor the elongation strategy provides reliable improvements over extended distances,
with improvements that are limited to length scales below 2 µm.

F.5 Effective-mass theory of valley splitting

In this section, we elaborate on the effective-mass envelope-function model for the valley

states outlined in Refs. [119, 145] and referenced in Sec. 7.3. We start with Eq. (7.2) in

the main text, describing the inter-valley coupling ∆. For a fully separable system, we can

reduce Eq. (7.2) to a 1D integral over z. Moreover, following Refs. [119, 145], we transform

the integral to a sum over atomic monolayers (MLs) to account for the discrete layers of

the Si diamond cubic crystal structure, yielding Eq. (7.3) for ∆1D in the main text. When

monoatomic steps are present at the interface, our system is no longer fully separable, and

the reduction to 1D is no longer sufficient. In this case, we can easily generalize to 2D or

3D. For example, to simulate a system with a monoatomic step in the y direction, we can

still separate the wavefunction as ψenv(r) = ψenv(x, z)ψenv(y). We now perform a weighted

average of the Ge distribution in only one (y) direction, resulting in a 2D description in the

variables (x, z). Discretizing our system into cells of size (∆x,∆z) = (a0, a0/4) yields the



295

2D effective mass equation

∆2D = a2
0

4
∑
j,l

e−2ik0zlUqw(xj, zl)|ψenv(xj, zl)|2. (F.6)

Here, the sum is over indices j and l, which label the x and z coordinates of each cell,

respectively.

To a very good approximation, the quantum well potential Uqw is a linear function of the

Ge concentration:

Uqw(r) = Xr −Xs

Xw −Xs

∆Ec (F.7)

where Xr is the Si concentration at position r in the heterostructure, Xw is the average

Si concentration in the quantum well, Xs is the average Si concentration in the SiGe bar-

rier/substrate region, and ∆Ec is the conduction-band offset of the quantum well. For 1D

systems, we can use Xr = Xl, where l is the layer index. In this work, unless otherwise

stated, we model our interfaces as sigmoid functions, where the average Si concentration at

layer l is defined by

X̄l = Xw + Xs −Xw

1 + exp[(zl − zt)/τ ] + Xs −Xw

1 + exp[(zb − zl)/τ ] , (F.8)

where zt and zb label the positions of the top and bottom interfaces, and λ = 4τ is the

characteristic interface width. Unless otherwise specified, we use λ = 4τ = 1 nm.

In the case of monoatomic steps, the Si concentration Xr adopts some lateral dependence.

In this case, we can define the expected Si concentrations for a system with a step at lateral

position x = 0:

X̄j,l = X̄lΘ(xj ≤ 0) + X̄l+1Θ(xj > 0) (F.9)

where X̄l is given by Eq. (F.8) and Θ(·) is the Heaviside step function.

Both Eqs. (7.3) and (F.6) depend on the envelope function ψenv. To compute ψenv,

we discretize and solve a Schrodinger equation without valley physics. In the 1D case, we
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discretize and solve the effective 1D Hamiltonian

H1D = − ~2

2ml

∂2
z + Ūqw(z) + Uφ(z) (F.10)

where ml = 0.916me is the longitudinal effective mass of the electron, me is the bare electron

mass, Uφ(z) = eEzz is the potential due to a vertical electric field Ez, and Ūqw is the quantum

well potential without alloy-disorder-induced fluctuations. In the 2D case, we discretize and

solve the effective 2D Hamiltonian

H2D = − ~2

2ml

∂2
z −

~2

2mt

∂2
x + Ūqw(x, z) + Uφ(z) + 1

2mtω
2
x(x− x0)2 (F.11)

where ωx is the orbital confinement energy in the x-direction, and x0 is the center location

of the dot. In Section F.1, we considered shuttling across a mono-atomic step, where it was

necessary to apply Eq. (F.11). However, in the rest of this work, it is sufficient to use the

1D approximation of Eq. (F.10).

To model the conduction-band offset, we follow Ref. [145]:

∆Ec = (Xw −Xs)
[

Xw

1−Xs

∆ESi
∆2(Xs)−

1−Xw

Xs

∆EGe
∆2(Xs)

]
, (F.12)

where ∆ESi(Ge)
∆2

(X) are the ∆2 conduction-band offsets for strained Si (Ge) grown on un-

strained SiXGe1−X substrate, and we approximate these functions as [164]

∆ESi
∆2(X) ≈ −0.502(1−X) (eV)

∆EGe
∆2(X) ≈ 0.743− 0.625(1−X) (eV).

(F.13)

Since the crystal lattice itself is composed of discrete atomic sites, the averaged concentration

inside a finite-sized dot has an intrinsic uncertainty, given by Xl = X̄l + δl, where X̄l is the

mean Si concentration at layer l, and δl is the fluctuation for a particular dot. The Si

concentration Xl in layer l can be computed as a weighted average, where the contribution
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of each atom is weighted by the dot probability density at that atom:

Xl = 1
Nl

∑
a∈Al

1[a = Si]|ψenv(a)|2 = X̄l + δl (F.14)

where the sum is taken over Al, the set of atoms in layer l, 1[a = Si] is the indicator function

that returns 1 if a is Si and 0 otherwise, and ψenv(a) is the value of the envelope function at

the position of atom a. The normalization constant Nl = ∑
a∈Al |ψenv(a)|2. The inter-valley

coupling of Eq. (7.3) can likewise be broken into fixed and random components ∆0 and δ∆:

∆0 = a0∆Ec
4(Xw −Xs)

∑
l

e−2ik0zl(x̄l − xs)|ψenv(zl)|2,

δ∆ = a0∆Ec
4(Xw −Xs)

∑
l

e−2ik0zlδl|ψenv(zl)|2.
(F.15)

In Eq. (F.15), ∆0 is the inter-valley coupling due to larger-scale features of the heterostruc-

ture, like the interface width or interface steps. On the other hand, δ∆ is a local fluctuation

about ∆0, caused by alloy disorder. We can then compute the variance σ2
∆ = Var[δ∆], as

given in Eq. (7.4) in the main text.

F.6 Generating valley-splitting landscapes

To obtain accurate statistics of shuttling fidelities, we need to generate many realistic ex-

amples of inter-valley couplings, ∆, which vary spatially across the device. That is, we

need many examples of ∆(x, y). To do so, we use the GSTools python library, which gener-

ates spatially random fields [136]. The real and imaginary components of ∆ are generated

independently, with variances given by σ2
∆/2 and spatial covariances defined in Eq. (7.6).

The above approach works for spatially varying inter-valley couplings, ∆(x, y). However,

to test the efficacy of modulating the electric field, we also need to generate many sam-

ple fields of the form ∆(x,Ez). Unlike the relationship between ∆ and x, the statistical

relationship between ∆ and Ez is not given by a simple covariance equation that can be
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randomized. Instead, the effect of Ez depends on the shape of the quantum well interfaces,

the quantum well width, and the Ge content in the quantum well. So, rather than randomly

generating the field ∆, we instead generate the local Si concentrations across the device,

for each atomic layer of the quantum well. Since the dot is finite in extent, as it shuttles

across the device, the effective Si concentrations experienced by the dot at each layer in

the heterostructure fluctuate slightly. Thus, the effective Si concentrations in the quantum

well become position-dependent. We then indicate the Si concentration at layer l and lat-

eral position x by Xl(x). Using GSTools, we create many examples of Xl(x). Then, for a

given position and vertical field value, we use these local Si concentrations in our effective

mass model, outlined above, to compute ∆(x,Ez). Below, we outline how we obtain these

spatially fluctuating Si concentrations.

Previous work has shown thatXl can be approximately sampled from a binomial distribu-

tion, Xl ∼ 1
Neff

Binom(Neff, X̄l), where Neff = 4πa2
dot/a

2
0 [119]. In turn, this is approximately

equal to a normal distribution with mean X̄l and variance σ2
X = NeffX̄l(1− X̄l). Therefore,

Xl can be approximately sampled as

Xl ∼
1
Neff

N(X̄l, NeffX̄l(1− X̄l)), (F.16)

where N(µ, σ2) is the normal distribution with mean µ and variance σ2. The spatial covari-

ance is then given by

Cov[Xl, X
′
l ] = exp

(
−δ2

x/2a2
x

)
σ2
X , (F.17)

where δx indicates the distance between two points along the shuttling trajectory. Equa-

tions (F.16) and (F.17) describe the complete spatial statistics of Xl(x), which we can input

into GSTools, to generate fluctuating Si concentrations. Now, for each position x, we have

a complete Si concentration profile Xl(x), which we simulate using effective mass theory

Eq. (7.3) to compute ∆. Thus, we can build up sample fields of the form ∆(x,Ez).
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Figure F.4: Infidelity histograms for the channel-shifted 5% Ge quantum well, including all
tuning methods applied, as in Fig. 7.5(d), as a function of the Zeeman splitting difference
∆EB between the ground and excited valley states. Here, ∆E0

B is the characteristic value of
10 MHz used in the main text.

F.7 Dependence on ∆EB

We briefly comment on the dependence of the simulations on the difference in Zeeman

splittings ∆EB between the ground and excited valley states. In Fig. F.4, we illustrate the

dependence of the shuttling infidelity distribution on ∆EB for the highest-fidelity simulations

used in this work: shuttling in a 5% Ge quantum well with all tuning methods applied. We

see that the distribution of infidelities changes only slightly when increasing the value of

∆EB by an order of magnitude. We can understand this result as follows. The metric

used to evaluate the fidelity in this work considers, as a conservative assumption, only the

population ending up in the ground state [208]. In the absence of fast relaxation dynamics,

as discussed in the main text, we do not expect dots in the excited valley state to return to

the ground state with significant probability. Since the energy scale of the ∆EB term has

little effect on the Landau-Zener transition mechanism, ∆EB is not a determining factor for

the infidelity results, as confirmed in Fig. F.4.
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Figure F.5: Schematic illustration of the possible paths a dot can take across a device,
implemented in our path traversal algorithm. Straight segments of fixed length are connected
by transition zones of length 40 nm along the shuttling direction (x̂). The possible transitions
from one such straight segment are illustrated, including the option to continue straight
(∆p = ∆y = 0), shown in black, and the option to modify the parameter (|∆p| = |∆y| > 0),
shown in red.

F.8 Path selection algorithm

To implement segmented channel-shifting strategies, we need to carefully choose our path

across the valley splitting landscape, either by modifying the y coordinate of the dot or by

modifying the vertical electric field Ez. In this work, we adopt a heuristic graph traversal

algorithm to make this path selection. The valley splitting landscape is discretized into

pixels of size 1 nm × 1 nm for y tuning, or 0.1 mV/nm × 1 nm for Ez-tuning. To make use of

common graph traversal algorithms, we define a graph representing the possible paths across

this discretized landscape. The edges of the graph represent possible paths the dot could

take across the device. These paths include straight segments of a fixed length with 40 nm

transition zones between the segments. (We set all segment lengths to 1 µm in this work,

except briefly in Appendix F.3.) [See Fig. 7.5(a) for an example trajectory, and Fig. F.5

for an illustration of the method.] The parameter being optimized (either y or Ez) remains

constant along a straight segment (black lines in Fig. F.5), but is modified smoothly and

continuously in the transition zones (red lines in Fig. F.5). Transitions between the optimized

segments are heuristically defined as cubic polynomial functions whose derivatives go to zero

at the endpoints of the transition.
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An ideal path should have the following properties: (1) the minimum valley splitting

along each segment should be large enough to avoid Landau-Zener transitions between the

valley states, and (2) the transitions between segments should be as short as possible, to avoid

increasing the effective shuttling velocity along long, steep transitions. To achieve paths that

globally optimize these two properties, we assign weights w(e) to each edge e according to

the following rules, which penalize both low minimum valley splittings (mineEv) along a

given segment, and transitions with large changes ∆p in the optimization parameter, where

p = y or Ez :

w(e) =


100 · |∆p|∆pmax mineEv ≥ Tv,

N + 100 · |∆p|∆pmax + (Tv−mine Ev)2

1µeV2 mineEv < Tv,

(F.18)

where Tv is a threshold value for the valley splitting (measured in µeV), ∆pmax is the max-

imum variation of p allowed between the segments, and N > 100 is a large number chosen

such that a transition edge with mineEv ≥ Tv has a smaller weight than a straight edge

with mineEv < Tv. We note that the exact values of the weights assumed in Eq. (F.18) are

relatively unimportant for our purposes, as long as both low-Ev minima and transitions with

large changes |∆p| are penalized, relative to paths with large minimum Ev and no transi-

tions. In this work, we choose Tv = 50 µeV and N = 1000, with ∆pmax = 100 nm for the

channel-shifting protocol and ∆pmax = 10 mV nm−1 for E-field modulation. After assigning

weights to each edge in the graph, the graph traversal algorithm minimizes w to generates

an optimized path across a given Ev landscape.

F.9 Further characterization of the Ez modulation strat-

egy

In this Appendix, we further examine the performance of the electric-field (Ez) modulation

strategy. In Section 7.5.2, we highlighted that Ez modulation offers improvements in shut-
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Figure F.6: Dependence of valley splitting on the vertical electric field, for the 10 nm quantum
well (left), the 3 nm quantum well (middle), and the 5 % Ge quantum well (right). Each plot
shows the variation of Ev as a function of Ez for 100 instantiations of alloy disorder.

tling fidelity for 5% Ge quantum wells, but not for the other quantum wells analyzed in this

work. We now explain these differences. First, for devices with sharp interfaces, it is well

known that the valley splitting scales linearly with Ez, as stronger Ez increases the wave-

function penetration into the top barrier [63]. For more realistic quantum wells with diffuse

interfaces, we expect the average valley splitting to also scale linearly with Ez, as increasing

Ez forces the wavefunction to overlap with more high-Ge layers [119]. However, for recently

demonstrated heterostructures, like narrow quantum wells or quantum wells with a high Ge

concentration, Ev has a nontrivial dependence on Ez, which we characterize below.

In Fig. F.6, we show the variation of Ev as a function of Ez for 100 instantiations of each

quantum well. For the 10 nm quantum well (left), we notice that Ev is largely monotonically

increasing with Ez, since larger Ez pulls the dot strongly into the top barrier, increasing its

overlap with high-Ge layers.

For the 3 nm quantum well (middle), Ev is no longer a monotonic function of Ez. More-

over, since the dot is tightly confined inside the narrow well, the dot position (and thus Ev)

is not very tunable as a function of Ez. In contrast, for the 5 % Ge quantum well (right),

the quantum well is much wider and has strong local fluctuations of the Ge concentration,
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Figure F.7: Sample valley splitting landscapes as a function of position, x, and vertical field
Ez, for (a) a 10 nm QW, (b) a 3 nm QW, and (c) a 5% Ge QW. In all panels, we highlight
regions where Ev < 20 µeV in red.
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so small shifts in the wavefunction position can significantly alter Ev as a function of Ez. In

this case, if we want to use Ez as a tuning knob to avoid low-Ev regions, this scheme can be

very effective.

Figures F.7(a)-F.7(c) show sample valley splitting landscapes as a function of position, x,

and vertical field, Ez, for the case of (a) a 10 nm quantum well, (b) a 3 nm quantum well, and

(c) a 5% Ge quantum well. In all plots, regions with Ev < 20 µeV are highlighted in red. As

consistent with data in Fig. F.6, we see in Fig. F.7(a) that Ev tends to increase monotonically

with Ez, for any location in a 10 nm quantum well. However, since this quantum well has a

relatively low average Ev, despite the large vertical field, significant regions of low Ev cannot

be avoided. Indeed, we see in Fig. F.7(a) two x locations where Ev < 20 µeV regardless of

Ez. For the 3 nm well, we have a larger average Ev, and therefore fewer zones where Ev

is dangerously small. However, since Ev is not highly tunable as a function of Ez in these

quantum wells, regions of low Ev tend to persist over a wide range of Ez. When Ez is held

constant over a distance of 1 µm, these regions are difficult to avoid.

The situation is somewhat improved for the 5% Ge well in Fig. F.7(c). First, the large

amount of alloy disorder creates much larger average valley splittings. Additionally, Ev has

a non-monotonic dependence on Ez, which makes it more likely that we can find an Ez

value that avoids all low Ev for a given shuttling trajectory. We find, however, that taking

advantage of such non-monotonicity requires imposing fairly short segments of constant Ez.

If segments are too large, one is always likely to encounter low Ev values. Still, for the 1 µm

segments used in the simulations reported in the main text, we find Ez modulation does offer

improved fidelities for the 5% Ge quantum well.
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F.10 Further characterization of the dot-elongation strat-

egy

In this Appendix, we provide further details on the performance of the dot-elongation tuning

strategy. As a reminder, we have considered isotropic dots with orbital splittings ~ωx =

~ωy = 2 meV, and “elongated” dots with orbital splittings ~ωx = 1 meV and ~ωy = 4 meV.

While these choices yield dots with the same area, we find that they yield very different

shuttling infidelities.

Elongating the dot in the shuttling direction has three main effects on the shuttling

procedure. First, it increases the size of the dot along the shuttling direction, thereby

reducing the effective length scale of the shuttling process. Since the characteristic length of

valley splitting correlations depends entirely on the dot size, this means the moving dot will

encounter proportionately fewer regions of low Ev on average. In Fig. F.8(a), we plot the

valley splitting for an isotropic (orange) vs an elongated (blue) dot, for the same landscape;

here we can clearly see the longer correlation length scale in the blue data, and the larger

number of regions with low Ev in the orange data. To create these plots, we generate an

atomistic model of a heterostructure and raster the lateral confinement potential across this

heterostructure, computing ∆ for each potential center x, using the method outlined in the

main text. In Fig. F.8(b), we histogram the number of local Ev minima observed along

300 straight shuttling trajectories, for both isotropic (yellow) and elongated (blue) dots.

To avoid the massive computational overhead of populating 10 µm-wide heterostructures

atom-by-atom, we generate these Ev landscapes randomly, using the methods outlined in

Appendix F.6. Results are shown for a trajectory length of 10 µm in a 3 nm quantum well.

Clearly, there are fewer local minima for elongated dots, leading to fewer opportunities for

Landau-Zener excitations. Here, we also indicate the expected number of local minima in

each case [vertical lines in Fig. F.8(b)], as derived later in this Appendix.

The second effect of dot elongation is to increase the tunability of the valley splitting
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via the channel-shifting technique. Just as elongating the dot in the shuttling direction

increases the characteristic length scale of valley splitting fluctuations along x̂, narrowing the

dot transverse to the shuttling trajectory reduces the characteristic fluctuation length scale

along ŷ. Thus, for a fixed channel width, when we employ the channel-shifting strategy, the

path-selection algorithm is effectively able to search over more variations in the Ev landscape,

allowing it to identify better shuttling trajectories.

Finally, the third impact of elongating the dot is to reduce the effective shuttling velocity.

This is important when passing through a narrow energy gap, because it reduces the prob-

ability of Landau-Zener excitations. To clarify this point, we examine the rate of change of

the inter-valley coupling of the moving dot, ∂t∆. Using the chain rule, we have

∂t∆ = v∂x∆ = v (∂x∆R + i∂x∆I) (F.19)

where v is the shuttling velocity (assumed to be in the x-direction) and ∆R/I refer to the

real and imaginary components of ∆. The rate of change of ∆ is therefore directly related to

the spatial derivative ∂x∆. In Fig. F.8(c), we plot histograms of |∂x∆| along 300 shuttling

trajectories for the 3 nm quantum well, for both isotropic (yellow) and elongated (blue) dots,

using the same set of landscapes as in (b). While both of these distributions exhibit some

spread, the average gradient is clearly smaller for the elongated dots. Here, we also indicate

the theoretically calculated mean gradients (vertical dashed lines) and probability density

functions (solid lines) for |∂x∆|, as derived below.

Calculation of the ∂x∆ distributions. Since the inter-valley coupling ∆ fluctuates through-

out the device, the derivatives on the right-hand-side of Eq. (F.19) are random variables,
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Figure F.8: Elongating the dot in the shuttling direction, and squeezing the dot in the
transverse direction, reduces the magnitude of Ev fluctuations, significantly boosting shut-
tling fidelities. (a) Example Ev traces as a function of position for the 3 nm QW, for isotropic
(top, orange) and elongated (bottom, blue) quantum dots. (b) Histograms of the number
of local Ev minima along a 10 µm shuttling path, for 300 iterations with the 3 nm QW,
using isotropic (top, yellow) and elongated (bottom, blue) dots. Dashed lines indicate the
expected number of local minima in each case (E[N ] ≈ 282 for isotropic dots and ≈ 200
for elongated dots), computed with Eq. (F.39). (c) Histograms of |∂x∆| across the same
300 shuttling trajectories. Solid lines indicate the theoretical probability density functions,
computed with Eq. (F.21). Dashed lines indicate the expected mean gradient, E[|∂x∆|],
computed with Eq. (F.23), which are 7.7 for isotropic dots and 5.5 for elongated dots.

and we may evaluate their statistics. To do so, we compute the variance of ∂x∆:

Var [∂x∆] = 2Var [∂x∆R]

= 2Var
[

lim
δx→0

1
δx

(∆R(x+ δx)−∆R(x))
]

= 2 lim
δx→0

1
δ2
x

(Var[∆R(x+ δx)] + Var[∆R(x)]

−2Cov[∆R(x+ δx),∆R(x)])

= 2 lim
δx→0

1
δ2
x

(
σ2

∆ − e−δ
2
x/2a2

xσ2
∆

)
= σ2

∆
a2
x

(F.20)

In the first line of Eq. (F.20), we use the identity Var[A + iB] = Var[A] + Var[B] and the

symmetry between ∆R and ∆I . In the second line, we use the definition of a derivative. In

the third line, we interchange the order of the variance and the limit, and we use the identity

Var[A − B] = Var[A] + Var[B] − 2Cov[A,B]. In the fourth line, we use Var[∆R(x + δx)] =
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Var[∆R(x)] = σ2
∆/2, and we use Eq. (7.6) to evaluate Cov[∆R(x+δx),∆R(x)]. Finally, in the

fifth line, we evaluate the limit. As consistent with the central-limit theorem, the quantity

∂x∆ is thus seen to be a circular complex Gaussian random variable, centered at the origin,

with variance given by Eq. (F.20).

Since ∂x∆ is complex, it is also interesting to evaluate the distribution of |∂x∆|. This

quantity will have a Rayleigh distribution, whose probability density function is given by

pRayleigh(z) = z2

σ2 exp
(
−z2/2σ2

)
, (F.21)

where we define the spread parameter as

σ = 1
2Var [∂x∆] = σ2

∆
2a2

x

. (F.22)

The probability density functions for |∂x∆| from Eq. (F.21) are shown as solid lines in

Fig. F.8(c). The expected value of |∂x∆| is likewise given by

E[|∂x∆|] =
√
π

2σ. (F.23)

Evaluating E[|∂x∆|] for the elongated and isotropic dots gives the results plotted as vertical

dashed lines in Fig. F.8(c).

Estimating the number of valley-splitting minima. We now compute the expected number

of valley splitting minima along a straight shuttling trajectory. Typical results are shown

with vertical dashed lines in Fig. F.8(b). We follow the approach of Ref. [18], which we

reproduce below for completeness. Note that we restrict the analysis to just one spatial

dimension.

Using the Kac-Rice formula, the number of local minima is given by [9]

N = 1
2

∫
x
dx δ(∂xE2

v)|∂2
xE

2
v |, (F.24)
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where the factor of 1/2 accounts for the fact that half of the extrema points (where ∂xE2
v = 0)

are minima, and δ(∂xE2
v) is a delta-function that activates when E2

v is at an extremum. Using

the identity

δ(f(x)) =
∑
i

δ(x− xi)
|f ′(xi)|

, where f(xi) = 0, (F.25)

we see that the remaining factor |∂2
xE

2
v | allows the integral to count the number of extrema in

E2
v . Here, we use E2

v instead of Ev to simplify the calculation, without changing the results.

Mathematically, the quantity E2
v is a χ2 random field with two contributing Gaussian random

fields, E2
v = 4∆2

R + 4∆2
I . The derivatives of E2

v are given by

∂xE
2
v = 8∆R∂x∆R + 8∆I∂x∆I ,

∂2
xE

2
v = 8(∂x∆R)2 + 8∆R∂

2
x∆R + 8(∂x∆I)2 + 8∆I∂

2
x∆I .

(F.26)

We compute the expectation value, E[N ], by averaging over all possible configurations of

the inter-valley coupling:

E[N ] = 1
2

∫
dΦ P (Φ)

∫
x
dx δ(8∆R∂x∆R + 8∆I∂x∆I)|∂2

xE
2
v |, (F.27)

where we use Φ as shorthand notation for the random field configurations of ∆R(x), ∆I(x),

and their derivatives. More explicitly, the integral element is given by

dΦ = d∆Rd∆Id(∂x∆R)d(∂x∆I)d(∂2
x∆R)d(∂2

x∆I), (F.28)

and the total probability density function is given by

P (Φ) = P∆,∂2
x∆(∆R, ∂

2
x∆R)P∆,∂2

x∆(∆I , ∂
2
x∆I)P∂x∆(∂x∆R)P∂x∆(∂x∆I). (F.29)

Note that we do not include higher order derivatives here, since they do not appear in the

integrand. Also note that the random fields ∆R and ∆I are independent by definition, and
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any covariance of the form 〈∆i(x)∂x∆i(x)〉 or 〈∂2
x∆i(x)∂x∆i(x)〉 must vanish due to the

x→ −x symmetry of the integral, where we use angle brackets 〈·〉 to denote the expectation

value of a quantity over its field configurations. Thus, we are left with two probability density

functions to compute: one for the first derivatives of the field, P∂x∆(∂x∆j), as well as the joint

probability density function for the fields and their second derivatives, P∆,∂2
x∆(∆j, ∂

2
x∆j).

We showed above that ∂x∆R and ∂x∆I are Gaussian random variables with zero mean and

variance σ2
∆/2a2

x. We therefore have

P∂x∆(∂x∆j) = ax√
πσ∆

exp
(
−(∂x∆j)2a2

x/σ
2
∆

)
. (F.30)

Finally, we compute P∆,∂2
x∆(∆j, ∂

2
x∆j). To do this, we need covariances of the form

〈∆j(x)∂2
x∆j(x)〉. By expressing the random fields in the reciprocal basis,

∆j =
∫ dk

2πe
ikx∆̃j(k), (F.31)

we can evaluate

〈∆j(x)∂2
x∆j(x)〉 = − 1

2π

∫
dk k2P (k), (F.32)

where the power spectrum P (k) is the Fourier transform of the covariance function 〈∆j(x)∆j(x′)〉,

which is provided in Eq. (7.6). Hence, we find

P (k) = axσ
2
∆

√
π/2 exp

(
−a2

xk
2/2

)
. (F.33)

We then evaluate Eq. (F.32), obtaining

〈∆j(x)∂2
x∆j(x)〉 = − σ

2
∆

2a2
x

. (F.34)



311

Using the same technique, we can evaluate the variance as

〈(∂2
x∆j(x))2〉 = 1

2π

∫
dkk4P (k) = 3σ2

∆
2a4

x

. (F.35)

Since the fields ∆j and their derivatives are Gaussian random variables with zero mean, we

can define the joint probability density function as

P∆,∂2
x∆(∆j, ∂

2
x∆j)

= 1√
(2π)2|Σ|

exp
(
−1

2vTΣ−1v
)

= a2
x√

2πσ2
∆

exp
(
−

3∆2
j + 2a2

x∆j∂
2
x∆j + a4

x(∂2
x∆j)2

2σ2
∆

)
,

(F.36)

where vT = (∆j, ∂
2
x∆j) and the covariance matrix is given by

Σ = σ2
∆
2

 1 −a−2
x

−a−2
x 3a−4

x

 . (F.37)

Here, we used Eq. (F.34) to populate the off-diagonal elements of Σ, and Eq. (F.35) to

populate the remaining diagonal element.

We are then in a position to evaluate Eq. (F.27). First, we eliminate the δ-function and

the integral over ∂x(∆I) by setting ∂x∆I = −∆R∂x∆R/∆I , which yields

E[N ] = 1
2

∫
x
dx
∫

d∆R d∆I d(∂x∆R) d(∂2
x∆R) d(∂2

x∆I)

× P∆,∂2
x∆(∆R, ∂

2
x∆R)P∆,∂2

x∆(∆I , ∂
2
x∆I)P∂x∆(∂x∆R)P∂x∆

(
−∆R∂x∆R

∆I

)
|∂2
xE

2
v | (|8∆I |)−1 .

(F.38)

Here, the probability density functions are given in Eq. (F.30) and Eq. (F.36), and the term

|∂2
xE

2
v | is given in Eq. (F.26). The final term (|8∆I |)−1 comes from the evaluation of the

δ-function, where we have used Eq. (F.25). Finally, we evaluate Eq. (F.38) numerically,
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Figure F.9: The expected minimum Ev along a 1D shuttling channel quickly falls toward
zero as the shuttling channel length increases. (a) For the 5% Ge quantum well, we plot the
distribution of the minimum Ev experienced over 1000 simulated shuttling channels, as the
length of the shuttling channel grows. We assume a vertical electric field of Ez = 5 mV nm−1

and orbital energy splittings of ~ωorb = 2 meV. In (b) and (c) we plot results obtained in
the same way for the 3 nm and 10 nm quantum wells, respectively. The insets display the
same data over a reduced y-axis range.

obtaining

E[N ] ≈ 0.4× xtot
ax

, (F.39)

where xtot is the total shuttling distance. The dashed lines indicating E[N ] in Fig. F.8(b)

were computed using Eq. (F.39). Since E[N ] scales as 1/ax, we see that reducing the orbital

energy from 2 to 1 meV, should cause E[N ] to drop by a factor of 1/
√

2.

F.11 Minimum Ev along a shuttling channel

In this Appendix, we compute the expected minimum valley splitting along a 1D shut-

tling channel to justify our claim that heterostructure modification, alone, is insufficient for

achieving high-fidelity shuttling results. In the disordered regime, even in heterostructures

with large average Ev, a quantum dot is extremely likely to encounter regions of low Ev

during shuttling, for realistically long shuttling channels, as demonstrated in Fig. F.9. For

the 5% Ge quantum well, the 3 nm quantum well, and the 10 nm quantum well, we plot the

distribution of the minimum valley splitting experienced along a 1D shuttling channel, as
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we increase the channel distance. These distributions are determined empirically from 1,000

simulations of random valley splitting landscapes, as described in Appendix F.6. For the

10 nm quantum well, we observe that the expected minimum Ev is below 10 µeV for 500 nm

shuttling distances. Even in high Ev quantum wells, like the 5% Ge device, we expect a

minimum Ev of ∼ 20 µeV at distances of 500 nm.
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Appendix G

Supplementary Information for

Chapter 8

G.1 FCI simulations

We utilize two forms of full-configuration-interaction simulations in this work, both per-

formed within the MaSQE software package, based on the simulations of Refs. [6]. It is

known that few-electron quantum dot wavefunctions are strongly impacted by Coulomb in-

teractions [2, 38, 56–58, 219–221]. Hence, these methods are necessary to obtain accurate

descriptions of these systems. The first form, which we label as “effective mass (EM)” FCI,

does not account for valley physics, and is used to determine the orbital splittings in a two-

electron quantum dot. The second form, which we label as “tight-binding (TB)” FCI, does

account for valley physics, employing the two-band tight-binding model of Boykin et al. [25,

26] as the kinetic energy operator. In this section, we outline the procedure used in both of

these simulations.
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G.1.1 EM FCI simulations

For the EM FCI simulations, we start with the Hamiltonian

H2e
EM =

2∑
i=1

H1e
EM(ri) + e2

4πε0εr
1

|r1 − r2|
(G.1)

where H1e
EM = T + Uφ + Uvc

qw. T is a discretized kinetic energy operator that takes into

account the longitudinal and transverse effective masses in Si, and Uφ = 1
2mtω

2
orb,1e[(x −

x0)2 +(y−y0)2]+eEφz is the electrostatic confinement term, including both lateral parabolic

confinement and a vertical electric field. The single-particle orbital spacing Eorb,1e = ~ωorb,1e.

The quantum well potential is computed in the virtual crystal approximation, without alloy

disorder:

Uvc
qw = ∆Ec

X̄l − 1
Xs − 1 (G.2)

where X̄l is the expected Si concentration at layer l, averaged over the whole device, Xs = 0.7

is the Si concentration in the SiGe barrier (substrate), and ∆Ec = 150.6 is the conduction

band offset between the relaxed Si0.7Ge0.3 quantum well barrier and the strained Si quantum

well [145, 164]. We model the Si concentration profile as a sigmoid function,

X̄l = 1 + Xs − 1
1 + exp[(z − zt)/τ ] + Xs − 1

1 + exp[(zb − z)/τ ] (G.3)

where the quantum well top and bottom interface positions are given by zt and zb, the well

widthW = |zb−zt| = 10 nm and the interface widths λint = 4τ = 6 ML or 0.8 nm, consistent

with state-of-the-art fabrication techniques [46, 145]. These FCI simulations ignore the valley

degree of freedom entirely, as well as valley-orbit effects due to steps in the quantum well

interface. In order to simulate the system, we discretize our crystal lattice into rectangular

cells of size (∆x,∆y,∆z) = (2a0, 2a0, a0/4). The quantum well and electrostatic confinement

potentials are added as onsite parameters.
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G.1.2 TB FCI simulations

For the TB FCI simulations, we adopt the same form of the two-electron FCI Hamiltonian as

Eq. (G.1), where H1e
TB = T +Uφ+Uqw. In the TB simulations, the kinetic operator T is given

by the two-band tight-binding model of Boykin et al. in the ẑ direction, which reproduces the

position and effective mass of valley states along the ±z axis of the Brillouin zone [25, 26].

Furthermore, since these simulations aim to capture valley physics, we do not employ the

virtual crystal approximation in defining Uqw. Instead, we adopt a model that accounts for

alloy disorder. Again discretizing the system into cells of size (∆x,∆y,∆z) = (2a0, 2a0, a0/4),

we model the quantum well potential as

Uqw(j, k, l) = ∆Ec
1−Xjkl

1−Xs

. (G.4)

where Xjkl is the true Si concentration in the cell with indices (j, k, l). Since each cell in

our lattice contains 8 atoms in the diamond cubic crystal lattice of Si/SiGe, we sample Xjkl

from a binomial distribution according to

Xjkl ∼ Binom(X̄jkl, nc)/nc (G.5)

where Binom(p, n) is a binomial distribution of n trials with p probability of success, X̄jkl is

the expected average Si concentration in the cell, and nc is the number of Si/Ge atoms per

cell. For our cell size, nc = 8 For systems without an interface step, we set X̄jkl = X̄l, where

X̄l is defined in Eq. (G.3). For systems with a step, we define

X̄jkl = X̄lΘ (x ≤ xstep) + X̄l+1Θ (x > xstep) (G.6)

where once again X̄l is given in Eq. (G.3) and Θ(·) is the Heaviside step function.
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G.2 Detailed description of the model Hamiltonian

In this section, we provide more details on the model Hamiltonian used in our shuttling

simulations. First, we derive the spin-orbit coupling terms within the low-energy subspace,

reported in Eq. (8.9) in the main text. Then, we describe the two mechanisms that can

couple low-energy states to these excited orbital states: (1) valley-orbit coupling induced

by alloy disorder, and (2) spin-orbit coupling. These second-order couplings lead to leakage

out of the qubit subspace, so it is crucial to account for these states correctly. We consider

excited states with a single orbital excitation - that is, orbital singlets Sorb and unpolarized

triplets T orb
0,x and T orb

0,y . comprised of either px and py orbital excitations. Thus, we have in

total 32 states with excited orbital quantum numbers that obey Fermion antisymmetry.

G.2.1 Spin-orbit coupling within the low-energy subspace

To compute the low-energy spin-orbit Hamiltonian, we need to compute matrix elements of

the form 〈L|H2e
so |L′〉, where |L〉 and |L′〉 both come from the six-level low-energy subspace.

The two-electron spin-orbit interaction decomposes into single-electron components,

H2e
so = H(1)

so ⊗ I(2) + I(1) ⊗H(2)
so (G.7)

where the spin-orbit Hamiltonian is defined according to Woods et al.,

H(1)
so = ατ0(kxσy − kyσx) + (βτ− + β∗τ+)(kxσx − kyσy). (G.8)

where τj are Pauli operators in valley space {z−, z+}, α is the Rashba spin-orbit parameter,

and β is the Desselhaus spin-orbit parameter. We compute two-electron matrix elements by
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expressing the basis states as product states and applying Eq. (G.7). For example,

〈T spin
− Sval|Hso|SspinT val

− 〉 = 1
2 [〈↓ z+; ↓ z−| − 〈↓ z−; ↓ z+|]Hso [| ↑ z−; ↓ z−〉 − | ↓ z−; ↑ z−〉]

= 1
2 [〈↓ z+; ↓ z−|Hso| ↑ z−; ↓ z−〉+ 〈↓ z−; ↓ z+|Hso| ↓ z−; ↑ z−〉]

= 〈↓ z+|Hso| ↑ z−〉

(G.9)

Transforming to a frame co-moving with the quantum dot, we replace kj → kj + mtvj/~.

Terms proportional to k vanish within the low-energy subspace, leaving just the velocity-

dependent terms. In the static valley basis, we obtain the spin-orbit Hamiltonian

Hso =



0 0
√

2αR↓↑ β∗D↓↑ −βD↓↑ 0

0 0
√

2αR↑↓ −β∗D↑↓ βD↑↓ 0
√

2αR↓↑∗
√

2αR↑↓∗ 0 0 0 0

βD↓↑
∗ −βD↑↓∗ 0 0 0 0

−β∗D↓↑∗ β∗D↑↓
∗ 0 0 0 0

0 0 0 0 0 0



(G.10)

where the Rashba and Dresselhaus components

Rij = mt

~
(
vxσ

ij
y − vykijx

)
Dij = mt

~
(
vxσ

ij
x − vyσijy

) (G.11)

and the spin matrix elements σijν = 〈i|σν |j〉, for i, j ∈ {↑, ↓}. For a magnetic field B =

B(sin θB cosφB, sin θB sinφB, cos θB), the spin eigenstates are

| ↓〉 = −e−iφB/2 sin(θB/2)| ↑z〉+ eiφB/2 cos(θB/2)| ↓z〉

| ↑〉 = e−iφB/2 cos(θB/2)| ↑z〉+ eiφB/2 sin(θB/2)| ↓z〉
(G.12)
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where | ↑z〉 and | ↓z〉 are the eigenstates of σz. For an in-plane magnetic field (θB = π/2),

the spin matrix elements are given by

σ↑↑x = −σ↓↓x = cosφB = 1

σ↑↓x =
(
σ↓↑x

)∗
= i sinφB = 0

σ↑↑y = −σ↓↓y = sinφB = 0

σ↑↓y =
(
σ↓↑y

)∗
= −i cosφB = −i

(G.13)

In this work, we set B along x̂, so φB = 0, resulting in the values reported on the right-

hand-side of Eq. (G.13). In our simulations in the main text, we set vx = v and vy = 0. If

we apply the valley rotation operator Uv of Eq. (8.8), we obtain the spin-orbit terms shown

in the main text. For nonzero vx and vy (and B along x̂) we obtain

H̃so =



0 0 i
√

2αmtvx
~ − |β|mtvy~ sin(φ− φβ) − |β|mtvy~ sin(φ− φβ) − i

√
2|β|mtvy

~ cos(φ− φβ)

· 0 − i
√

2αmtvx
~ − |β|mtvy~ sin(φ− φβ) − |β|mtvy~ sin(φ− φβ) − i

√
2|β|mtvy

~ cos(φ− φβ)

· · 0 0 0 0

· · · 0 0 0

· · · · 0 0

· · · · · 0



.

(G.14)

The remaining terms are found by Hermitian conjugation.

G.2.2 Disorder-induced valley-orbit coupling

Here, we examine coupling to excited orbital states through disorder-induced valley-orbit

coupling. There exist inter- and intra-valley couplings between states in the same orbital and

states of different orbitals. These are spin-independent couplings, so all valley-orbit coupling

terms preserve spin. These couplings depend on the forms of the envelope functions used for

the single-particle states. For electrons in the ground state orbital manifold, we have access to
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the single-electron envelope functions using EM FCI simulations, since both electrons share

the shame envelope to lowest order. We label these states ψs. States in the first-excited

orbital manifold (Sorb and T orb
0 ) are composed of two single-electron wavefunctions, where

one is s-like and one is p-like. We note that the s-like single-electron envelope function in

an excited orbital state is, in general, not equal to ψs, since the different charge distribution

of the p-state modifies the Coulomb potential. For simplicity, we assume that these excited

orbital states are composed of one SHO ground state ψ0 and one SHO p-state, ψpµ , where

µ ∈ {x, y}:

ψ0(x, y) =
(
mtω

π~

)1/4
exp

[
−x

2 + y2

2a2
dot

]

ψpµ(x, y) =
(
mtω

π~

)1/4
[√

2µ
adot

]
exp

[
−x

2 + y2

2a2
dot

] (G.15)

We assume the z components of ψs, ψ0, and ψpµ are identical.

Armed with these envelope functions, we can compute matrix elements. As described

above, all two-particle matrix elements reduce to single-electron integrals. We compute these

couplings in the static valley basis, with valley states {z−, z+}. First, we compute matrix

elements coupling our low-energy subpsace with higher orbital states. The valley-preserving

terms are given by

〈T orb
− Sval|Uqw|T orb

0 Sval〉 = 〈T orb
− T val

− |Uqw|T orb
0 T val

− 〉 = 〈T orb
− T val

0 |Uqw|T orb
0 T val

0 〉

= 〈T orb
− T val

+ |Uqw|T orb
0 T val

+ 〉 =
√

2
(
Ospµεss′ +Oss′εspµ

)
(G.16)

where µ ∈ {x, y}, depending on whether the excited orbital state is of x or y type, and the
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single-particle integrals O and ε are defined below. The valley-flipping terms are given by

〈T orb
− Sval|Uqw|SorbT val

− 〉 = ∆∗spµOs0 −∆∗s0Ospµ

〈T orb
− Sval|Uqw|SorbT val

+ 〉 = ∆s0Ospµ −∆spOs0

〈T orb
− Sval|Uqw|SorbT val

0 〉 = 0

〈T orb
− T val

− |Uqw|T orb
0 T val

0 〉 = ∆spµOs0 + ∆s0Ospµ

〈T orb
− T val

+ |Uqw|T orb
0 T val

0 〉 = ∆∗spµOs0 + ∆∗s0Ospµ

〈T orb
− T val

0 |Uqw|T orb
0 T val

+ 〉 = ∆spµOs0 + ∆s0Ospµ

〈T orb
− T val

0 |Uqw|T orb
0 T val

− 〉 = ∆∗spµOs0 + ∆∗s0Ospµ

〈T orb
− T val

0 |Uqw|SorbSval〉 = 0.

(G.17)

Alloy disorder also induces diagonal corrections to the orbital energies within both the ground

and first-excited manifolds, given by

δEs = 2εs

δEpµ = ε0 + εpµ

(G.18)

We define the following disorder-induced single-particle integrals. First, the overlap terms:

Os0 := 〈z±, s|z±, 0〉 =
∫
dr ψsψ0

Ospµ := 〈z±, s|z±, pµ〉 =
∫
dr ψsψpµ .

(G.19)

Since we consider symmetric confinement potentials, we assume Ospµ = 0. For a given

confinement potential, we compute Os0 for Ez = 1 and 10 mV nm−1, taking the average

of the two. We find that Os0 = {0.93, 0.95, 0.97} for Eorb,1e = {2, 4, 6} meV. Next, the
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valley-preserving single-particle integrals:

εs := 〈z±, s|Uqw|z±, s〉 =
∫
dr ψ2

sUqw

ε0 := 〈z±, 0|Uqw|z±, 0〉 =
∫
dr ψ2

0Uqw

εpµ := 〈z±, pµ|Uqw|z±, pµ〉 =
∫
dr ψ2

pµUqw

εs0 := 〈z±, s|Uqw|z±, 0〉 =
∫
dr ψsψ0Uqw

εspµ := 〈z±, s|Uqw|z±, pµ〉 =
∫
dr ψsψpµUqw

(G.20)

And finally, the valley-flipping single-particle integrals:

∆s := 〈z−, s|Uqw|z+, s〉 =
∫
dr e−2ik0zψ2

sUqw

∆s0 := 〈z−, s|Uqw|z+, 0〉 =
∫
dr e−2ik0zψsψ0Uqw

∆spµ := 〈z−, s|Uqw|z+, pµ〉 =
∫
dr e−2ik0zψsψpµUqw

(G.21)

Thus, we can describe all valley-orbit coupling terms due to alloy disorder in terms of the

integrals in Eqs. (G.19), (G.20), and (G.21).

G.2.3 Spin-orbit coupling to excited orbitals

Now, we examine coupling to excited orbital states through the spin-orbit interaction. Once

again, we start with the spin-orbit Hamiltonian given in Eq. (G.8). This time, we examine

coupling between different orbital manifolds. For these states, terms proportional to v vanish,

leaving just terms proportional to kj. To compute matrix elements of the form 〈s|kj|j〉, we use

the trick 〈B|p|A〉 = imt
~ (EB − EA)〈B|r|A〉, allowing us to relate spin-orbit matrix elements

to dipolar operators:

〈s|kµ|pµ〉 := kspµ = −imtEorb

~2 rspµ (G.22)
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where the dipolar operator rspµ is defined as

rspµ =
∫
dr µ ψsψpµ . (G.23)

Plugging into Eq. (G.8), we obtain the matrix elements coupling to excited orbital states.

Again, we work in the static valley basis, {z+, z−}. For example, spin-orbit matrix elements

connecting |T orb
− SvalT spin

− 〉 to higher-energy orbital states are

〈T orb
− SvalT spin

− |Hso|SorbSvalSspin〉 = 1
2Os0

(
H↓↑−−,µ +H↓↑++,µ

)
〈T orb
− SvalT spin

− |Hso|SorbT val
− T spin

0 〉 = 1√
2
Os0H

↓↑
+−,µ

〈T orb
− SvalT spin

− |Hso|SorbT val
0 T spin

0 〉 = 1
2Os0

(
H↓↑++,µ −H↓↑−−,µ

)
= 0

〈T orb
− SvalT spin

− |Hso|SorbT val
+ T spin

0 〉 = − 1√
2
Os0H

↓↑
+−,µ

〈T orb
− SvalT spin

− |Hso|T orb
0 SvalT spin

0 〉 = 1
2Os0

(
H↓↑−−,µ +H↓↑++,µ

)
〈T orb
− SvalT spin

− |Hso|T orb
0 T val

− Sspin〉 = 1√
2
Os0H

↓↑
+−,µ

〈T orb
− SvalT spin

− |Hso|T orb
0 T val

0 Sspin〉 = 1
2Os0

(
−H↓↑−−,µ +H↓↑++,µ

)
= 0

〈T orb
− SvalT spin

− |Hso|T orb
0 T val

+ Sspin〉 = − 1√
2
Os0H

↓↑
−+,µ

(G.24)

where once again µ ∈ {x, y} labels the px or py character of the excited orbital state, and

we note that the spin-orbit interaction does not couple s and 0 single-particle orbitals, since

they are both rotationally symmetric about the origin. The single-electron matrix elements
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Hsasb
zizj ,µ

are given by

Hsasb
++,x = Hsasb

−−,x = −αkspxσsasby

Hsasb
++,y = Hsasb

−−,y = αkspyσ
sasb
x

Hsasb
+−,x = βe−iφβkspxσ

sasb
x

Hsasb
+−,y = −βe−iφβkspyσsasby

Hsasb
−+,x = βeiφβkspxσ

sasb
x

Hsasb
−+,y = −βeiφβkspyσsasby

(G.25)

where sa, sb ∈ {↑, ↓}, and σsasbx(y) are given in Eq. (G.13)

G.3 Generating random valley coupling fields

In this section, we describe how we generate random valley coupling fields for use in shuttling

experiments. These random fields are listed in Eqs. (G.20) and (G.21). All of these terms

depend on the form of the quantum well potential Uqw, which induces these valley-flipping

and valley-preserving random fields. We can mode the quantum well potential as a sum of

a deterministic (or “virtual crystal”) component and a random component:

Uqw = Uvc
qw + δUqw (G.26)

where Uvc
qw is given in Eq. (G.2), and

δUqw = ∆Ec
δXjkl

1−Xs

(G.27)

where δXjkl = Xjkl−X̄jkl, Xjkl is the Si concentration in cell at position (xj, yk, zl), and X̄jkl

is the expected Si concentration in this cell, as determined by the heterostructure profile.

Alloy disorder contributes to the random term, δUqw, whereas step disorder in the quantum
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well interface modifies Uvc
qw. As we justify in Appendix G.5, we ignore interface steps in

our simulations. In this regime, it suffices to replace Uqw with δUqw in the field definitions,

allowing us to derive simple statistical relationships between these fields.

Single-electron shuttling

In our single-electron shuttling experiments, we do not include any coupling to excited or-

bitals, since Landau-Zener-like leakage between the ground and excited valley states domi-

nates the infidelity. Thus, there is only one disorder-dependent field to generate: the inter-

valley coupling

∆0 =
∫
dr e−2ik0zψ2

0δUqw (G.28)

Following Ref. [120], this field can be modeled as a complex Gaussian random variable, with

spatial covariance function

〈∆0(0)∗∆0(x, y)〉 = σ2
∆0 exp

(
−x

2 + y2

2a2
dot

)
. (G.29)

For completeness, we include a derivation of Eq. (G.29) below. We can express the spatial

covariance of ∆0 as

〈∆0(0)∗∆0(x, y)〉 = 〈
∫
dr′

∫
dr′′ ψ2

0(x′, y′)ψ2
0(x′′ − x, y′′ − y)ψ2

z(z)ψ2
z(z′)δUqw(r′)δUqw(r′′)〉

(G.30)

We approximate each integral as a discrete sum, using the transformation

∫
dr→ ∆x∆y∆z

∑
x,y,z

, (G.31)



326

where the sum is over discrete, rectangular cells, as described in Appendix G.1. Using

Eq. (G.31), we obtain

〈∆0(0)∗∆0(x, y)〉

= (∆x∆y∆z)2 ∑
x′,y′,z′

∑
x′′,y′′,z′′

ψ2
0(x′, y′)ψ2

0(x′′ − x, y′′ − y)ψ2
z(z)ψ2

z(z′)〈δUqw(r′)δUqw(r′′)〉

(G.32)

Since δUqw is zero-mean, 〈δUqw(r′)δUqw(r′′)〉 = 0 for r′ 6= r′′. Furthermore,

〈U2
qw(r)〉 = 1

nc

(
∆Ec

Xw −Xs

)2

X̄r(1− X̄r), (G.33)

where X̄r is the expected Si concentration at position r, derived by taking the variance of

the binomial distribution of Eq. (G.5). So, we can simplify Eq. (G.32), resulting in

〈∆0(0)∗∆0(x, y)〉 = (∆x∆y∆z)2 ∑
x′,y′,z′

ψ2
0(x′, y′)ψ2

0(x′ − x, y′ − y)ψ4
z(z)〈δU2

qw(r′)〉

= η

16
∆x∆y
nc

(
∆Ec

Xw −Xs

)2 ∫
dx′dy′ ψ0(x′, y′)ψ0(x′ − x, y′ − y) (G.34)

where we have converted the sums over x and y back to integrals. We have defined

η = a2
0
∑
z

ψ4
z(z)X̄z(1− X̄z) (G.35)

and we have assumed ∆z = a0/4, which is the natural lattice spacing in the z direction,

and that the expected Si concentration X̄z is only a function of z (i.e. that there are no

interface steps). The ratio ∆x∆y/nc = a2
0/2, since there are 2 atoms per unit cell per layer

in Si/SiGe. Evaluating the integral in Eq. (G.34), we obtain the covariance relation reported
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Figure G.1: Spatial covariance functions between the real fields used in shuttling simulations,
in units where σ2

∆0 = 1. (a), (b) The autocorrelation functions for each of the 7 real fields.
The remaining panels illustrate the nonzero cross-correlation functions, like those involving
εs (c), ε0 (d), εpx (e), εpy and εs0 (f). Covariance functions are computed for Eorb,1e = 4 meV.

in Eq. (G.29), where we note that [119]

σ2
∆0 = η

π

[
a0∆Ec

8adot(Xw −Xs)

]2

(G.36)

Furthermore, we assume Re ∆0 and Im ∆0 are uncorrelated, each with vrariance σ2
∆0/2. Using

the Python library GSTools [136], we generate random fields with the correct covariance

relationship.

G.3.1 Two-electron shuttling

For our two-electron shuttling simulations, there are more fields that need to be generated

in a self-consistent manner. We have both real and complex fields, which we assume are

uncorrelated with each other. We also assume the real and imaginary components of each
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complex field are uncorrelated. We discretize our shuttling segment into pieces of size 1 nm,

and we compute the covariance between each field at x, with each other field at x′. For the

real fields, this produces the covariance matrix

Σ =



Σεsεs Σεsε0 Σεsεpx Σεsεpy Σεsεs0 Σεsεspx Σεsεspy

ΣT
εsε0 Σε0ε0 Σε0εpx Σε0εpy Σε0εs0 Σε0εspx Σε0εspy

ΣT
εsεpx

ΣT
ε0εpx

Σεpxεpx Σεpxεpy Σεpxεs0 Σεpxεspx Σεpxεspy

ΣT
εsεpy

ΣT
ε0εpy

ΣT
εpxεpy

Σεpy εpy Σεpy εs0 Σεpy εspx Σεpy εspy

ΣT
εsεs0 ΣT

ε0εs0 ΣT
εpxεs0 ΣT

εpy εs0 Σεs0εs0 Σεs0εspx Σεs0εspy

ΣT
εsεspx

ΣT
ε0εspx

ΣT
εpxεspx

ΣT
εpy εspx

ΣT
εs0εspx

Σεspxεspx Σεspxεspy

ΣT
εsεspy

ΣT
ε0εspy

ΣT
εpxεspy

ΣT
εpy εspy

ΣT
εs0εspy

ΣT
εspxεspy

Σεspy εspy



(G.37)

Each of the Σαβ, for fields α and β, is an N ×N covariance matrix, where N is the number

of discretized points in the shuttling segment (at intervals of 1 nm). These matrices are

constructed such that Σij
αβ = 〈α(xi)β(xj)〉, where 〈·〉 is the expectation value, and xi is a

position along the shuttling segment. For the real and imaginary components of the complex

fields, we have a similar covariance matrix:

Σ = 1
2



Σ∆∗s∆s Σ∆∗s∆s0 Σ∆∗s∆spx
Σ∆∗s∆spy

ΣT
∆∗s∆s0 Σ∆∗s0∆s0 Σ∆∗s0∆spx

Σ∆∗s0∆spy

ΣT
∆∗s∆spx

ΣT
∆∗s0∆spx

Σ∆∗spx∆spx
Σ∆∗spx∆spy

ΣT
∆∗s∆spy

ΣT
∆∗s0∆spy

ΣT
∆∗spx∆spy

Σ∆∗spy∆spy


(G.38)

The factor of 1
2 comes from the division of the variance into the real and imaginary com-

ponents, 〈αβ〉 = 〈ReαRe β〉 + 〈Imα Im β〉, for independent, zero-mean real and imaginary

components. The complex field covariance matrices are related to the real field covariance

matrices by Σ∆∗α∆β
= Σεαεβ .

To define these covariance matrices, we need covariance functions between the different

fields, 〈α(x)β(x′)〉 = 〈α(0)β(x′ − x)〉. Some of these can be computed theoretically. Direct
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calculations, like that above, yield

〈ε0(x)ε0(x′)〉 = σ2
∆0 exp

[
−(x′ − x)2

2a2
dot

]

〈εpx(x)εpx(x′)〉 =
σ2

∆0

4

(
3− 2(x′ − x)2

a2
dot

+ (x′ − x)4

a4
dot

)
exp

[
−(x′ − x)2

2a2
dot

]

〈εpy(x)εpy(x′)〉 =
3σ2

∆0

4 exp
[
−(x′ − x)2

2a2
dot

]

〈ε0(x)εpx(x′)〉 =
σ2

∆0

2

(
1 + (x′ − x)2

a2
dot

)
exp

[
−(x′ − x)2

2a2
dot

]

〈ε0(x)εpy(x′)〉 =
σ2

∆0

2 exp
[
−(x′ − x)2

2a2
dot

]

〈εpx(x)εpy(x′)〉 =
σ2

∆0

4

(
1 + (x′ − x)2

a2
dot

)
exp

[
−(x′ − x)2

2a2
dot

]

(G.39)

Note that, since we consider shuttling along x, the y-coordinate of all fields remains constant,

simplifying some of the covariance relationships. Other covariance functions can be set to

zero on symmetry grounds. For example,

〈εs(x)εspy(x′)〉 = 0

〈ε0(x)εspy(x′)〉 = 0

〈εpx(x)εspy(x′)〉 = 0

〈εs0(x)εspy(x′)〉 = 0

〈εs1(x)εspy(x′)〉 = 0

〈εpy(x)εspy(x′)〉 = 0

(G.40)

The remaining covariance relationships involving ψs must be computed numerically, which

can be done using the envelope functions ψs, ψ0, and ψ1. The envelope function ψs is obtained

through FCI simulations, detailed above. The x and y components of ψ0 and ψ1 are given in

Eq. (G.15); we assume these wavefunctions share the same z component as ψs. For example,
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to compute the covariance between εs and ε0, we perform the following calculation:

〈εs(r)ε0(r′)〉 =
∫
dr′′ ψ2

s(r′′; r)ψ2
0(r′′; r′)〈H2

dis〉 = ξ
∫
dx′′dy′′ψ2

s(x′′, y′′;x, y)ψ2
0(x′′, y′′;x′, y)

= σ2
s0

∫
dx′′dy′′ ψ2

s(x′′, y′′;x, y)ψ2
0(x′′, y′′;x′, y)∫

dx dy ψ2
s(x, y; 0, 0)ψ2

0(x, y; 0, 0) (G.41)

where ξ =
∫
dz ψ4

z(z)〈H2
dis(z)〉, r = (x, y, z), and r′ = (x′, y, z). The integrals over z factors

out, since we do not include interface steps. As a result, ψ are separable and 〈H2
dis〉 is

a function only of z. Thus, if we can provide σ2
s0 = 〈ε2s0〉, we need only to compute the

wavefunction overlaps on the right-hand side, which form the correlation function. We can

estimate σ2
s0 by relating it to σ∆0 , which we take as a free parameter in this work:

σ2
s0 = σ2

∆0

∫
dr ψ2

s(r)ψ2
0(r)∫

dr ψ4
0(r) (G.42)

Thus, through these overlap integrals, we can compute all covariance relations numerically.

These covariance relationships are illustrated in Fig. G.1. All numerical covariance rela-

tionships are computed for Eφ = 1 and 10 mV nm−1, which are averaged to produce the

covariances shown in Fig. G.1.

With these covariance matrices, we can generate random instantiations of the fields in

question, following the methods of Woods et al. First, we diagonalize Σ through the rotation

Σ′ = UΣU †, where Σ′ is a diagonal matrix. Now, we generate N random Gaussian variables,

stored in vector v′, using covariance Σ′, where N = 7n for the real fields, and N = 4n for

the complex fields. Transforming v′ back to the original basis, v = U †v′, we have the fields

stored in v with the correct covariance structure.

To generate random fields over 5 µm is computationally demanding. To reduce the com-

putational overhead, we instead generate segments of length 1 µm. Then, we interpolate

between these segments at their ends. For example, between the first and second segments,
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Figure G.2: (a) Ground state and (b) first excited state electron densities of a sample TB
FCI simulation, computed for a heterostructure with lateral confinement Eorb,1e = 4 meV
and vertical field Eφ = 1 mV nm−1. (c) Mean and 10-90 percentile ranges for the single-
electron valley splitting (green) and the singlet-triplet splitting (orange) for varying lateral
confinement energies Eorb,1e and a vertical field Eφ = 1 mV nm−1. Also included are 20 TB
FCI simulations of EST computed for the same heterostructure, where each point represents
a different random alloy configuration (gray circles). (d) The same data as (c) for vertical
fields Eφ = 10 mV nm−1.

we use

α(x) =

√√√√1−
(
x− (l − lint)

lint

)2

α0(x) +
(
x− (l − lint)

lint

)2

α1(x− (l − lint)) (G.43)

l = 1 µm is the segment length, and lint is the interpolation length, x ranges from 0 to l, and

α0(x) and α1(x) are segments that have been independently generated for x from 0 to l, The

interpolation length lint should be much larger than the dot correlation length adot and much

smaller than the overall segment length l. We choose lint = 200 nm. While non-standard,

the interpolation form used above preserves the total variance of α (a linear interpolation,

for example, would reduce the variance of α).

G.4 Comparing the valley splitting and the singlet-

triplet splitting

In this section, we comment on the relationship between the valley splitting and the two-

electron zero magnetic field singlet-triplet splitting. The singlet-triplet splitting is known to
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Figure G.3: Comparing TB FCI simulations with effective mass theory. We plot the sin-
glet triplet splitting extracted from TB FCI simulations of disordered quantum wells, ETB

ST ,
with the singlet-triplet splittings computed from Eq. (G.44), EEM

ST . Each point represents
a different instantiation of random alloy disorder. We include results for lateral confine-
ment strengths Eorb,1e = 1 (blue), 2 (green), and 4 meV (orange), and for vertical fields
Eφ = 1mV nm−1 (a) and 10 mV nm−1.

depend sensitively on the symmetry of the confinement potential [57, 58]. For symmetric

confinement potentials, it is limited by the valley splitting. On the other hand, for asymmet-

ric potentials, electron-electron interactions lead to the renormalization of the singlet-triplet

splitting, which is now of orbital character and often much smaller than the valley splitting.

Here, we consider only the symmetric case, so the singlet-triplet splitting is well-described

as a valley splitting.

To lowest order, the single-particle valley splitting is Ev = 2|∆0|, where ∆ is given in the

main text Eq. (8.2). Likewise, for two electrons, the (valley) singlet-triplet splitting is given

by EST = 2|∆s|, where ∆s is computed with Eq. (G.21). At this order, the only difference

between Ev and EST is the form of the ground state envelope function. Thus, we can make

a statistical comparison of these two quantities. From Ref. [119], we know the average valley

splitting Ēv =
√
πσ∆0 for the one-electron case, where σ2

∆0 = 〈∆2
0〉 is the variance of the

single-electron ∆0. Likewise, in the two-electron case, using the same arguments, the average

singlet-triplet splitting ĒST =
√
πσ∆s , where σ2

∆s
= 〈∆2

s〉 is the variance of ∆s. To obtain

statistical properties of ∆0 and ∆s, we use the integral-to-sum transformation of Eq. (G.31),
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resulting in

∆0(s) = ∆EcVc
1−Xs

∑
i

∑
j

∑
k

e−2ik0zl(1−Xjkl)ψ2
0(s)(xi, yj, zl) (G.44)

where Vc = ∆x∆y∆z is the discretized cell volume. Computing the variance yields

σ2
∆0(s)

=
(

∆EcVc
1−Xs

)2 1
nc

∑
i

∑
j

∑
l

ψ0(s)(xi, yj, zl)4X̄l(1− X̄l), (G.45)

where nc is the number of atoms per cell (8 in our case). Using σ∆, we can characterize the

distribution of resulting valley (or singlet-triplet) splittings, which are given by the Rayleigh

distribution [119],

fRayleigh(z) = z2

σ2 exp
[
− z2

2σ2

]
(G.46)

where σ =
√

2σ∆. We can also define the ratio of the mean singlet-triplet splitting to the

mean valley splitting for a given heterostructure,

ĒST

Ēv
= σ∆s

σ∆0

(G.47)

where Ēv and ĒST are averaged over alloy disorder configurations. Using the EM FCI simu-

lations described in Section G.1, we compute the single- and two-electron envelope functions

for Eorb,1e from 1 to 4 meV, and for Eφ = 1 and 10 mV nm−1. Using these envelope func-

tions, we can compute σ∆s and σ∆0 . The expected valley splitting distributions, computed

from Eq. (G.46), are illustrated as colored error bars in Fig. G.2(c) and (d). In the inset to

Fig. G.2(d), we plot the ratio ĒST/Ēv, computed from Eq. (G.47). We notice that EST is

consistently smaller than Ev, where ĒST/Ēv is between 0.64 and 0.74, depending on the con-

finement strength. This effect has a simple origin: since the two-electron envelope function

is broadened by the Coulomb repulsion between electrons, the two-electron state is larger in

area, averaging over more atomic disorder and therefore reducing σ∆s compared to σ∆0 .

We can also use the TB FCI simulations described in Section G.1 to confirm our statistical

analysis. Each of these simulations represents one instantiation of alloy disorder. Using the
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same range of device parameters as above, we compute the ground state energy gap in 20

random instantiations of alloy disorder, plotted in Fig. G.2(c) and (d) [gray circles]. These

data agree well with the statistical distributions of EST computed above, validating our

envelope function description of these systems. For one of these simulations, we plot the

ground state and first-excited state electron densities in Fig. G.2(a) and (b). We see that

the ground state has clear |T val
− 〉 character: since both electrons occupy the ground valley,

the fast valley oscillations along z are visible in the electron density. Since the first excited

state contains both ground and excited valley components, these fast valley oscillations are

averaged out.

Finally, we can directly compare our effective mass description of the singlet-triplet split-

ting with tight-binding simulations, using the same 20 simulations of EST in disordered

quantum wells. To do so, we compare the singlet-triplet splitting computed from TB FCI,

ETB
ST , with the singlet-triplet splitting computed from Eq. (8.2), EEM

ST . We use ψs computed

with the EM FCI simulations, which completely ignore the valley degree of freedom. In

Fig. G.3, we plot the correlation between these quantities for electric fields Eφ = 1 mV nm−1

(a) and 10 mV nm−1 (b). Included in both plots are results for lateral confinement strengths

Eorb,1e = 1, 2, and 4 meV. In all cases the points lie near the line y = x (gray dashed line),

indicating that the first-order effective mass theory is capturing most of the physics involved.

This agreement is particularly strong for Eφ = 1 mV nm−1, where vertical confinement is

relatively weak, leading to small, disorder-dominated valley splittings – the regime of interest

for this work.

G.5 Valley-orbit coupling due to interface steps

In this section, we discuss the role of interface steps in the quantum well. For single-electron

quantum dots, single-monolayer steps in the quantum well interface have been explored as a

source of valley splitting and valley-orbit coupling variation [42, 51, 58, 64, 72, 81, 92, 183].
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Figure G.4: Low-energy spectrum as a dot moves a cross a single-monolayer interface step.
(a) We plot several of the low-lying energies of a dot moving across an interface step, com-
puted with TB FCI simulations. The orbital splitting, computed with EM FCI, is indicated
as a red dashed line. Inset: the low-lying ground state orbital energies. We use a vertical
field Eφ = 1 mV nm−1. (b) Sample electron densities for the states marked in (a) are plotted
for dots positioned on the step and far from the step. (c) and (d) show the same data as (a)
and (b), computed for Eφ = 10 mV nm−1

More recently, it has been shown that steps are less important for the single-electron valley

splitting in quantum wells without atomically sharp interfaces [119]. The same is true for

inter-valley dipole moments [89]. The picture is similar in the two-electron case. Following

Chapter 8, we can treat the step as a perturbation:

Hstep(x, z) = ∆Ec
1−Xs

δXlΘ(x > xstep), (G.48)
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where δXl = Xl − Xl+1. We can compute the contribution of Hstep to coupling terms in a

two-electron quantum dot. For example,

〈T val
− |Hstep|T val

0 〉 =
√

2〈z−|Hstep|z+〉 =
√

2
∫
dr e−2ik0zψ2

sHstep

=
√

2
2

∆Eca0

4(1−Xs)
∑
l

e−2ik0zlδXlψs(zl)2 (G.49)

where in the first step we have transformed the two-electron matrix element into single-

particle integrals, and in the last step we have discretized the integral into a sum over cells

using Eq. (G.31), and we have performed the x and y integrations. (We have assumed

the step is at the center of the dot wavefunction, so the x-integration produces a factor of
1
2 .) In Eq. (G.49), we note that the sum over layers l includes a rapidly oscillating term,

e−2ik0zl . In the case of a perfectly sharp quantum well interface, δXl is nonzero only within

one monolayer. In this case, the rapidly oscillating term does not impact the sum, and

we obtain large inter-valley couplings. (This has been widely demonstrated in prior works,

where interfaces have been assumed to be atomically sharp.) However, in heterostructures

with wider interfaces, δXl is nonzero across many monolayers, so the sum over a rapidly

oscillating term rapidly converges to zero. Thus, for more realistic models, we do not expect

steps to meaningfully contribute to inter-valley matrix elements.

While they do not meaningfully contribute to inter-valley matrix elements, steps do

contribute to intra-valley terms. For example,

〈T val
− |Hstep|T val

− 〉 = 2〈z−|Hstep|z−〉 = 2
∫
dr ψ2

sHstep = ∆Eca0

4(1−Xs)
∑
l

δXlψ
2
s(zl), (G.50)

In this case, we have no rapidly oscillating term. So, as long as δXl and ψs(zl) have some

overlap, the intra-valley contribution of a step is non-zero. Moreover, if there is a large

vertical field, ψs is drawn closer to the top interface, increasing the product δXlψ
2
s(zl) and

therefore increasing the intra-valley coupling. While different intra-valley matrix elements
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will involve different envelope functions, this observation is generic.

One way these intra-valley terms manifest is as corrections to the orbital energies. In

Fig. G.4, we plot the low-energy landscape for a two-electron quantum dot as it moves across

a step positioned at x = 0, simulated with TB FCI methods, for a particular instantiation

of random alloy disorder. Results are shown for vertical fields Eφ = 1 mV nm−1(a) and

10 mV nm−1 (c). We observe two separated manifolds, one corresponding to ground state

orbital levels, and one to first-excited orbital states. Electron densities for states in both

manifolds, near the step and far away from it, are illustrated in Figs. G.4(b) and (d). The

orbital splitting computed with EM FCI is indicated as a red dashed line in (a) and (c). In

both cases, we observe fluctuations of the excited orbital energies near the position of the

step (as well as fluctuations due to alloy disorder). These fluctuations are weak for small

vertical fields Eφ = 1 mV nm−1, but much larger for strong vertical fields Eφ = 10 mV nm−1.

Thus, in general, steps do contribute to intra-valley terms in the Hamiltonian, even

for quantum well interfaces that are not atomically sharp. However, in this work we are

interested in the weak vertical field, small valley splitting limit, where these fluctuations are

relatively small. Moreover, simulations of realistic heterostructures indicate the vertical field

is closer to Eφ = 1 mV nm−1 [79]. Thus, for simplicity, we ignore interface steps in this work,

focusing our simulations on landscapes determined exclusively by alloy disorder.

G.6 The role of first-order spin-orbit coupling

In this section, we evaluate the role of first-order spin-orbit coupling in our simulations. In

the main text, we claimed that this leakage is much weaker than second-order processes.

In Fig. G.5, we compare shuttling with Eorb,1e = 4 meV, σ∆0 = 20 µeV, and v = 10 m s−1

for shuttling along x̂, shuttling at a 45 degree angle from x, and shuttling along ŷ. Since

ψs is isotropic, we use the same 5 randomly generated fields ∆s and εs for each shuttling

direction. For these simulations, we have also removed all second-order processes, to isolate
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Figure G.5: First-order spin-orbit coupling is not a dominant source of infidelity. Here,
we show average infidelities across 5 random disorder landscapes for shuttling along [100]
(orange), [110] (green), and [010] (blue), where we have removed all second-order processes.
We see that average infidelities are well below 10−4 in all cases.

(a) Qubit Ancilla CNOT Tunneling Heralding(b) (c) (d)

Figure G.6: Schematic illustration of a scheme to prepare the two-electron logical states
from two Loss-Divincenzo qubits. (a) The spin qubit in the left dot contains the quantum
information we wish to shuttle, and the right dot contains an ancilla qubit initialized in a
known state | ↓〉. (b) A CNOT operation, controlled on the left dot, entangles the two spins.
Now, our qubit is a linear combination of T spin

− and T spibn
+ . (c) The detuning in the right dot

is lifted above the valley energy of the left dot, allowing the right electron to tunnel into the
left dot. (d) The tunneling process can be heralded by measuring the charge occupation of
the right dot.

the dephasing associated with first-order spin-orbit coupling. In all cases, we find infidelities

much smaller than those reported in the main text. Hence, regardless of shuttling direction,

we expect second-order processes to dominate the shuttling infidelity.

G.7 Preparing logical basis states

The shuttling scheme explored in this work relies on two-electron spin states of the form

α| ↓↓〉+β| ↑↑〉. This is an unusual basis for a spin qubit. Here, we briefly discuss one possible
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scheme to initialize these states from more typical single-spin Loss-Divincenzo qubits. We

start with a double quantum dot in the (1,1) charge configuration. In the left dot, qubit

|q1〉 = α| ↓〉 + β| ↑〉 contains the quantum information we wish to shuttle, and in the right

dot, an ancilla qubit is initialized as |q2〉 = | ↓〉, as illustrated in Fig. G.6(a). By performing

a CNOT, controlled on |q1〉, we prepare the state α| ↓↓〉+ β| ↑↑〉, illustrated in Fig. G.6(b).

This state has the correct spin configuration, but it is dispersed across a double dot. By

lifting the detuning in the right dot above the excited valley energy in the left dot, the

electron in the right dot may tunnel into the left dot, as illustrated in Fig. G.6(c). Since the

two electrons have identical spin, the only possible configuration for the two electrons is a

valley singlet. The resulting state is α|SvalT spin
− 〉 + β|SvalT spin

+ 〉. Finally, the tunneling can

be heralded by measuring the occupation in the right dot, as depicted in Fig. G.6(d).
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